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A ·Method of Summing Infinite Series 
Samuel Lubkin 

This paper describes a new method of obtaining an equivalent series from a given infi ni te 
co nvergent or divergent series. I n many cases the new series is more convenient for su mming 
t.han the original and, moreover, the same method may usually be repeated indefinitely to 
obtain an entire sequence of series each equivalent t o t he original and each better than its 
predecessor in summing propert ies. 'lhe new method differs from most s umming methods 
heretofore employed in that terms of t he transformed series are not linear function s of terms 
of the origin al series. The paper includes proofs of theorems indicating the scope of the new 
method and comparisons of results with various other methods for many specific examples. 

1. General 
Infinite series are not always amenable to con

venient summing by usual methods. Even when 
convergent, a series may converge too slowly to per
mit ready evaluation or may consist of terms which, 

likely to offset any gain resulting from use of better 
fitting approximations.3 

.I individually, require so much labor in evalu ation as 
to make determination of sufficient terms for sum
ming even a moderately rapidly convergent series 
quite difficult. If the series is asymptotic, the mag
nitude of the smallest term seems to set a lower bound 
on the accuracy of evaluation. For other types of 
divergent series, a convenient summing method may 
not b e available. This paper presents a method of 
transforming series that may be of value in all these 
cases. To the best of the author's knowledge, the 
method is origin al with him , and h as not been previ
ously published, although th e author has used it since 
1937.1 

Essentially, the method consists of approximating 
the series after the first m terms by a geometric series 
whose first term is the (m+ 1) th term of the original 
series and whose ratio is the ratio of the (m + 2)d term 
to the (m+ l )th. These approximating sums for 
successive values of m may b e considered to be suc
cessive partial sums of a new series that has the same 
sum as the old but has , frequ ently, superior summing 
properties. The process may, in many cases, be re
peated again on the new series to get a third series 
with still better properties. An indefinite number of 
repetitions may b e possible, as will be shown in ex
amples given later. 

This method differs from summillg methods usua lly 
employed in that. th e terms of the transformed series 
are not linear functions of the terms of the original 
series. It should :1.1so be pointed out that, various 
modifications of the method are possible such as use 
of other types of approximating series instead of the 
simple geometric series,2 but loss of s ·mplici ty is 

1 bince t ne nl'st draft of this paper, the authol' has learned of a talk "resented by 
D . Shanks at the Naval Ordnance Laboratory, White Oaks, Md. ent itled " Math· 
ematical sequences treated as transients", w hich bas icall y considers each term of 
a series as the sum of corresponding terms of one or more geometric series. ,~r hen 
a single geometric sories is considered , his procedure reduces to that discussed in 
this paper. 1101'0 compJi(ated, but generally more e ffective, transformations 
result from the use of mOre than one component geometric series. Finally, he 
has found it possible to usc an infinite number of component serirs, in w hich case 
the sum can be represented as a ratio of two determinants of infini te order, which 
generally converge with considerable rap idity. 1' he author also understands that 
Otto Szasz has had, for sometime past, a paper under preparat ion which embodies 
sim Hal' material. 

, Such as the sum of several geometric series as taken by Sbanks in the tal k 
referred to ill the previous footnote. 

Swnmarizing, this paper discusses the transforma
tion of a given infinite series: 

11) to a n ew series : 

If we define the partial sums by 

S n= aO + al+ a2+ 
and 

th e T series is defined by the relations 

where 

To= ao/(l - R l); 1-
Tn=Sn-l+l~i+I' n > O J 

defined only for n> O. 
+, 

(3) 

(4) 

(5) 

(6) 

This relation can also be stated, by minor manipula
tion, as: 

(7) 

ora8 

(8) 

From these relations, we readily obtain : 

(9) 

for the terms of the new series. 
Examination of these relations shows that a finite 

3 See, however, transformation W below and theorems on its properties. 
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fI.lteration (modification or elimination of a finite 
number of terms) in the original series results only in 
a finite altera tion in the t.ransformed series. We also 
note that the conditions R,, = 1 01' a,,=O require 
special consideration. In the former case, we get 
T"_l = co to COtTcspond . If this occurs for a fini te 
number of valu es of n, we may avoid the difficulty by 
a suitabl e fmit e a lteration (such as omission of the 
first N terms where N exceeds any n for which 
Hn = 1) in the original series. If it occurs for an 
infinite set of values of n, the transforma tion has 
little valu e unless the original series can be r e
arranged, terms combined, or split into subseries to 
aVOld this diffi cul ty. If a,,, = 0, we may take bn=O 
and T,,=8 n- 1= 8 n and bn+l= an+d(I -Rn+2) if an+1~ 0 
bu t an= O; as a sc t of relations consistent with those 
g iven for an ~ O . However , Tn=8 n at those values 
of n for which a,,=O implies th at the transforma tion 
is no bet ter than can be achieved by addillg terms of 
the original series b etween successivc zeros. Example 
3 bclow is an illustration. The theorems given , how
ever , are valid without specific limitation if we u e 
the relations sugges ted when a,,,=O since their 
hypotheses rule out R,, = 1 at an infinite set of values 
of n au tomatically or the results follow rvell if this is 
the case. 

For convenience 111 la ter discussion, we add the 
following defini tion s: 

(10) 

Q,,=n( I - R ,, ), defined only for n> O. (11) 

Q= lim Qn. (12) 

p b" 1 _ _ _ 
" an 1- R"+1 l - R" 

' Ve shall also make use of a no ther transformation 
defin ed by the r ela,tiolls: 

W = WO+ WI + W2+ . . . + W,,+W,,+I+ ' .. , (14) 

W ,, = WO + WI+W2+ ... + w", (15) 

T,,-PnS n 

I - P" 

From these, we readily obtain: 

TI T 8 + a,,(1- Rn+1) > 
VI ,,= 1/- 1 1- 2R + R R ,n 0, 

n+1 n 'n+l 

8 + a,, +I(I - R,,) > 
= It 1- 2R + R R- ,n o. 

,,+1 ",,+1 

(Hi) 

(17) 

(1 8) 

The W transformation is similar to th e T trans
formation in tha t a finite alteration in 8 cau ses only 
a finite altera tion in W . Such an al tera t ion may b e 
used to avoid consideration of a finite numb er of 
terms for which either an= O or 1 - 2Rn+RnRn_1~0 . 
The transformation is obviou sly not of valu e if an 
infini te numb er of terms llaNe 'either property. As 
for the T transformation, we shall take w,,=O whell
ever a,,=O. The relation 1 -2R"+R,,R1!_1~ 0 will 
b e assured, except for a fini te numb er of term a t 
mos t, by the conditions of th e th eorems concerned . 

In accord with usual terminology, we shall say 
a> n 

that a series G= ~ Cn with partial sums G,,= ~ Cm 
o 0 

is more rapidly conv ergen t than 8 if both 8 and G 
converge and (C- Cn)/ (8 - 8 ,.), th e ratio of th e 
corresponding remainders, tends to zero as n tends 
to infinity; is of the same order of rapiclit of COll
v ergence jf both series converge and (G- Cn) / 
(8 - 8,.) 1 remains in valu e b etween two fini te posi
tive consta nts for all suffi cien tl .\~ large 11; and is no 
less rapidl." convergent than 8 jf both seri es con
verge and th e ratio of corre poneling r emainders is 
bounded as 11, -0> co. 

Th e remainder of this paper makes usc of th e 
common definition s and th eorems, gellera)]? wi thou t 
specifi. c acknow] edgmen t. ' '''11Ore such material is 
b eli eved less well known , reference will b e made by 
footnote to a source. For conveni ence, wh er ever 
possible, s ll ch r eference will b e made to tlte "Th eory 
and appli cation of infinite seri es" by Konrad Knopp , 
English Edition (1928) and will consis t merely of th e 
name Knopp followed by th e page numb er in this 
text. 

No extensive bibliography i incluci cd in this paper. 
Th e read er will find appropriate references to oth er 
sources in th e book by Knopp mentioned abov e and 
in a report by R. D . Carmi chael in th e Bulletin of 
th e Am eri ean lviath ematical Society, 25, pp . 97 to 
131 (1918) on th e subj ect " General aspects of the 
th cory of summ able series". An ex tensive bib1io
grapllY on similar material will a1 0 b e found in 
"Studies on divergent series and summability" by 
VV. B. Ford (Macmillan, New York, N. Y. (1916» . 
Since th e first draft of this paper , a book by G. H . 
Hardy, titled "Divergent series", has b een published 
by th e Oxford University Press. Th e following arc 
several papers dealing with methods of ob taining 
sums of slowly convergent seri es tha t app eared more 
recently : 

J . A. Shohat, On a ce rta in transforma tion of 
infinite eries, Am. Math . l\Ionthly 4:0, 226 to 229 
(1933 ). 

W . G. Bickley and J . C. P. \filler, Th e numeri cal 
summation of slowly convergent seri es of positive 
terms, Phil. Mag. [7], 22, 754 to 767 (1936) . 

J . ' V. Bradshaw, Modifi ed con tinued frad ion 
for certain ser irs, Am. M a th . 110nthly 4:5, 352 to 
362 (1938). 

J . W . Bradshaw, Modifi ed series, Am . Ma th . 
Monthly 4:6,486 to 492 ( 939). 

O. Szasz, Summation of slowly convergen t 
series, presen ted before Am. Math . Soc. Jun o 19, 
1948} and in J . M ath . Ph ys. 28,272 (1950). 



2. Original Series Convergent 4 

In this section, the transformation T (and, in cer
tain cases, W) will be considered in connection with 
an original series 8 , which is convergent. Theorems 
will be stated and proved that give some of the con
ditions under which the transformation leads to a 
convergent series; beginning with one that states 
that, in this case, the derived series has the same 
sum as the original. Since, in connection with a 
convergent series, the transformation is chiefly in
tended to permit more convenient numerical evalua
tion of the sum, we shall be mainly concerned with 
the relative rapidity of convergence of the derived 
and original series. 

It is convenient to have criteria on rapidity of 
convergence that involve relative magnitudes of in
dividual terms of the series considered rather than 
of remainders. A group of lemmas on this subject 
thus precedes the formal part of the discussion. The 
section closes with a number of numerical examples 
that show some of the types of behavior that may 
be encountered . 

L emma 1. Ij 8 is convergent with R n>O jor n 

sufficiently large, then the series 0= i:cn converges 
o 

with the same order of rapidi ty as 8 'if there exist 
constants A , B , and N such that AB> O and A > c ,.j 
an>B for all n > N ; no less rapidly than S 'if cn/an 
is bounded as n -') 00; and more rapidly than 8 if 
cn/an-,)O as n -') 00 . 

Proof: We restrict ourselves throughout to n suffi
ciently large without specific statement to that effect. 
Since Rn> 0, all an are of the same sign, which we 
may assume to be positive. Then, since ICn /a nl is 
bounded for all cases considered, 0 converges." If 

A > cn/an> B , we have Aan>cn> Ban and Ai: am> 
n 

i: cm > Bi: am so that A > i: Cm/~ am> B. If 
n n n n 

AB> O, thenAandBareoflikesignand l~ cm/~aml 
has a value between I A I and IB I and hence 0 con
verges with the same order of rapidity as 8. If 
cn/an is bounded , A and B exist but may be of oppo-

site sign. In this case, I ~ Cm/~ ami < D where D 
is the larger of IA I and IB I and hence 0 converges 
no less rapidly than S. If cn/an-')O, then, for any 
~ > O , we have ~> cn/an>- ~ for n sufficiently large. 

Hence I ~cm/~aml < ~ -,) O as n~ oo so that 0 con

verges more rapidly than 8 . 
L emma 2. If 8 i s convergent with R nR n_ 1 (I + R n+l) X (1 + R n _ l) >0 for n sufficiently large, and the series 

0 = i: Cn has terms such that Cn 0 as n~ 00, then 0 
o 

converges with the same order oj rapidity as 8 if there 
exist constants A , B , and N such that AB> O and 

• Unless otherwise stateo, no menclat ure is tbat given in section 1. We also 
use the same symbol to represent a series and its sum. 

, Knopp, p. 137. 

A > (Cn+ Cn+I)/ (an+ an_H» B for all n > N ; no less 
rapidly than 8 'if (C n+ Cn-l- l) / (an+ an+l) is bounded as 
n~ 00; and with greater rapidi ty than 8 if (C,,+Cn+ I) ! 
(an+an+I)~O as n~ 00. 

Proof: We assume n sufficiently large. Then 

an+ an+1 an(I + R n +1) 

a n- 2+ a n- 1 an- 2(1 +R,,_ I) 

The senes S (l)= :C (a2n + a 2n+ l) and 8 (2)= ao+ 
o 

:C (a2n - 1 + a2") both converge and haye the SLlm 8 
o 

since S,~ l ) = 82n +I~S and 8,~2)= 82n~8. By Lemma 

1, the series O(l)= :C (C 2n+ C2n-l- l) converges with the 
o 

indicated rate for each condition as compared to series 

8 (1) and the same holds for the series 0 (2) = Co+ 

:C (C2n - 1 + C2n ) as compared to 8 (2) . N ow O~l) =0~2) + 
1 C2n-l-I ,.....,0~2)~0 (2) since c n~O . H ence O (l) = 0 (2). 

Furthermore, 02n =0~2)~0 (2) and 02n + l =0,~l)-,) 
0 (1)= 0 (2) . Hence 0 converges and 0 = 0 (2)=0 (1 ). 
We now have 

and 

0 (2) _0~2) 

S (2) _S~2) ' 

0 (1) -0(1) 
S (l) -8~l) ' 

hence proving the lemma in view of the known rates 
of convergence of 0 (2) as compared to 8 (2) and 0(1) as 
compared to 8 (I ) • 

L emma 3. If S i s converfentwith R nR n_ 1 (1 + R n-l- 1) 

(1 + R n+ 1) >0 and 11 + R n > K > O for n sufficiently 

large, then the series 0= :C Cn converges no less rapidly 
o 

than 8 if cn/an i s bounded as n~ 00 and more Tapidly 
than S 'if cn/an----70 as n -') 00 . 

Prooj: Since 8 converges, an----70 . Hence, for either 
condition, cn~O . Also, for n sufficiently large, 

ICn+Cn-l-11-1 Cn + Cn -l- I Cn-l-I I 
an+ a n-l- I - an(1 + R n -l- l) an-l- l a n -l- l( I + R n -l- 1) 

<~I.s l + I C n -l- I I +~ I C n-l- 1 1 
K an an-l- l K a" -I- l 

and is thus bounded (or----70) when cn/an is bounded 
(or~O). "Ve may now apply Lemma 2. 
Remark. The conditiollRnR n_1 (1 + R n-l-1) (1 + R n- 1) > 0 
is satisfied if R n> O for all n or if R n<O and 
(I + R n-l- 1)(I + R n- I»0 for all n. A special case of 
the latter is O> R n>- l. 

Theorem 1. Ij both 8 and T converge, they have 
the same sum. 
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Proof: Suppose T~8. TIICI1, from (7), 

a ,,/(l - R n )= T n _ I- 8 " __ I--">T - S ~ O. 

Since S converges, an--,,>O. Hence, from the above, 
l - R n--">O 01' R n--,,> L Th erefore, for n suffi ciently 
large, R n> O and all an are of like sign. In view of 
th e above, this requires that l - R n be of constant 
sign for n sufficiently large. Hence, eith er R n> 1 
for an sufficientl~' l arge n or R n< 1 for all suffici en tl~T 
large n . Th e former is impossible since a,,--">O. The 
latter, coupled with th e constancy of sign of the an, 
s tates that, for n s ufficientl~T large, either 8 or - 8 
consists of positive monotoni call~T decreasing terms. 
Co nY<:' rgence of S thus requires that nan --,,>0. 6 How
ever, 

H ence " 'e must haye 7/ (1- R ,,)--">0. This is not pos
sible si nee 8 conve rges. 7 Th erefore our sLlpposi tion 
cannot be t ru e, and T = 8. 

Theorem 2. If 8 is con vergent (md IJ - R "I>I{I> O 
for sufficiently lal'ge n , then T converges. ~f, in addition 
11 + R"I>I{2>0 and R"R"_1 (1 + R"+l) (J + R ,,_ ,»Ofol' 
n sufficiently large, '1 ' con verges no less mpidly than 8 . 
1f furthermore, R ,,+,- Rn--">O as 11, --"> co, then T con
verges with greater rapidity than 8. 

Proof: Since 8 converges, an--,,>O. Hence 
la"/(l - R ,,)I<la,,I/IC --">O anci , from (7), T "",-,8,,--">8 . 
Also, from (J 3) 

I 1 1 2 
tpn <1 1- R I1 +d + 11- Rn l<I{/ 

and thu s remains bounded wllile , if R "+l- R n--">O, 

"\ pplication of Lemma 3 now completes tIl e p roof. 
Theorem 3. If 8 convel'ges and R exists ~ 0, - J , 

or 1, then T converges with greater rapidity than 8. 
Proof: Since S converges, IRI ~ l. But IRI ~1 by 

hypothesis. Hence, IRI<l. Now R ,,--">R. Hence, 
for n sufficien tl.\' large, J ± R n> (J - IRI)/2> 0_ If 
R > O (or < Q), tllen R n>O (or < 0) fo], n sufficiently 
large_ In either case, R nR n_,> O for n sufficiently 
large. "\Ve also not e that R n--,,> R requires Rn+1 - R ,,--">O, 
and we th erefore satish - all th e co ndi t ions of The-
orem 2. . 

Theorem 4- If S converges, R = O, and R" is oj 
constant sign for n sufficiently large, then T converges 
with greater rapidity than 8. 

Proo/.- Since R n--">O, W J have 1 ± R ,,> ~ > 0 for n 

ufficiently large. Also RnR"_ l> O, since R n is of 
constant sign, for n sufficiently large. ' Ve now 
apply Theorem 2, noting t·.ll3,t R n 0 impli('s R,,+ I
R n--">O. 

' Knopp, p. 124. 
7 Knopp, p . 285. 
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Theorem 5_ If 8 conveJ'ges, R= - 1 and (l + Ii"+l)/ 
(1 + R n) > ] , then T converges with greatel' rapidity 
than 8. 

Proof: Since R=- l , we have Rn< O for n uffi
eiently large_ Hence R,R,,_,> O and 1- R n> 1. 
From theorem 2 it follows that T converges so tbat 
bn--,,>O. Since (1 +Rn+I)/ (1 + R l1)--"> l , It is positive fOl> 

n sufficiently large and 

(l + R )(1+ 1' )= 1+ RI/ +l. l + Rn _ 1 (1 
n -I-l 1,1/_1 1 + Rn 1 + R" 

also 

Now 

smce 

and 

(Rn+l- R ,,) 
l + R" 

We fifty now apply Lemma 2. 

Remarks. The conditio ll (1 + R,,+I) /(1 + R ,,)--"> 1 l'e
quires tha t , for n sufficient!. large, (1 + R n) be of 
constant sign. Since S converges, this meam; thftt 
R n>- l for all sufficiently large n so that term 
decrease monotonically in magnitude. The converse 
is, however, not true. The condition can, of course, 
also be stated as (Rn+ I-Rn)j (1 + Rn) o. 

Theorem 6. Ij S converges with If ,,>0 and On> 
K > O jor n sufficiently large, then T converges. ~f, 
in addition , n2(R l1+l - R n) i t bounded as 11, --"> co then T 
converges no Less rapidly than 8. Ij , further, 
7/ 2(R n+l- R n)--">0 as n co then T converges more 
rapidly than S. 

Prooj: By hypothesis, for n sufficiently large, 
Qn=n(l- R l1»I<. Hence 1- R n> K jn and R n < l 
K /n < 1. Since R ,,>O, this means that terms of S 
that correspo nd to sufficientl? large n are of like sign 
and monotonically decrease in magnitude. Since 8 
co Ilverges, we therefore have nan--,,>O (sec foo t
note 6). Hence lal1J(l -Rl1 ) I = Inal1 /Qnl < Ina ll I/I{ --">0_ 
Therefore , by (7), T"",-,Sn--">8. 
Furthermore, 

n(n+ l )IRn+ l- R nl 
! OnQn+ ll 



and is therefore bou nded (01' ---70) if n 2(R,,+1-R n) 
is bounded (or---70) . 

lYe may now apply L emma 1. 

R emark s. The bounded ness of n2(Rn+1- R n) r e
quir es that R exis t since i t assures convergen ce of 

a> 

t he series ~ (R ,,+ l-R,,), whose par tial sums 
1 

are Rn+l- R l. It docs no t, however , exclude the 
value R = 1. The condition may also b e stated as 
[nQ n+ I- (n + l) Q,,] is bounded (or ---70). 

Theorem 7. 1f S converges and C exists, then T con
vel'ges . 1] , in addition, n 2(R n+l- R n) is bounded as 
n ---7 co then T converges no less rapidly than S . 1f , 
further, n 2(R n+ I- R ,, ) ---70 as n ---7CO then T COnl'e rges 
more rapidly than S. 

Proof: Since Q,,=n(l - R ")---7Q, we have 1- R n---70. 
Hence R n>O for '/1 sufficiently largr. Since S 

converges, Q'2:. ] and thus Q,,> ~ > 0 for n sufficirntl v 

large. liVe now apply Theorem 6. 

Theorem 8. 1f S con verges, Q exists ~ 1, and nWn-
a> 

Qn_])---70 as n ---7 co, then the series U= ~ Un with 
o 

u n= Wb n- an)/Q- l ) con verges more rapidly than 
S and has the same sum . 

P roof: From theorems (1) and (7), we have, with 
th e present hypoth esis that T conv('rges and T = S. 
Hence 

Q T" - S" ---7 g_s - S = S 
Q- l Q - l . 

also 

smce Q '2:. 1 if S converges. Hence 

Un=QP"-I_~O . 
an Q- l 

Moreover, as shown in the proof of the previoLls 
th eorem, existence of Q implies P 11.>0 for n suffi
ciently large. liVe may thus use L emma 1 to com
plete the proof. 

R emarks. If any transformation or set of transfor
mat ions leads from a co nvergent series S to a con-

a> 

vcrgent series F = ~ VII, which h as t he same sum and 
o 

if vnlan---7L ~ 1 as n ---7 co , t hen the series Z= i2 Z" 
. 0 

WIth zn=(vn- Lan)/( I - L ) converges and has the 
sum S. ~ may converge more rapidly than S. This 
will certainly b e th e case, since zn/an---70, if 11+ R nl> 
K > O and R nR ,,- I(I + R n+l)(l + R n_I» O in view of 
Lemma 3. The previous theorem is a special case 
of this . As another , and simpler case, consider a 
series S such that , for a fL'md integer k , an+k/an---7L ~ 1. 
Then we may t.ake t he S series displaced k terms for 

F. That is, we take 
k- ] a> L 

Z=~~ +~ a,,- a n-I'. 
o l - L k l - L 

liVe shall call this simple transformation th e "R alio" 
transforma tion and usc it as one of the comparison 
transformations in a later section. In par ticular, if 
R exists ~ 1, we may use th e Ratio transformation 
with k = 1 and L =R. Obviously , we may always 
reduce th e transformation to this particular case by 
breaking th e original series into k subseries. O th er 
applications of the general idea will be enCOUll tereel 
in examples 4 and 5, where i t proves h elpfu l, and in 
example 2 , wh ere it does not appeal' to b e' of 
assis tan ce. 

In attemp ting numerical use of th e Rat io transfor
m ation 01' of the U transforma t ion of th eorem 8, we 
are h andi capped in many cases by no t knowing th e 
constants R ,Q,k , or L , which appeal' in th e forlllul ae , 
even if we are certain that n ecessary coneli t ions are 
m et. ,Ye may wri te the R at io tninsformaf.ion for 
k= l as 

S ,,-RS"_l 
l - R 

In this form , if we approximate R by R Il , we obtain 
the T transformation : 

T _ S n- R nS "_1 
- 11- 1 - l - R n 

= S +- S n- 8 "_1 
,,- 1 l - R n 

S + a" 
11 - 1 l - R ,,' 

Similarly, noting that P n---7 1/Q in certain cases, we 
may approximate l /Q in th e expression for Un by p. 
to obtain th e TV tr ansformation given by (17). 

Bo th th e T transformation and th e TiV t ransforma
tion have the advantage of being calculable without 
knowledge of an analytic expression for the general 
term. E ach term of the former is completely 
determined by the valu es of a corresponding group 
of three successive terms of S, while four such terms 
are n eeded to calcula te each term of W. vVhere th e 
initial portion of the S series has suitable properties, 
use of the T series may produce th e sum with suf
ficien t accuracy, even though it m ay no t be suitable 
when terms far ou t must be considered . Oth erwise. 
at th e expense of increased complexi ty, we may use 
t he TV series. There are, of course, conditions ullder 
which neith er transformation is of valu e. There are 
also peculiar cases where the T transformation is 
usable but not th e TiV. Examples of such condi tions 
are included in the latter par t of this sec tion. 

Theorem 9. If S converges, Q exists ~ 1, 
n(Qn- Qn-])---70, and n[(n+ 1) (Ql1+I- Q,,)-n (Q,,
Q"_I )]---70, then TiV converges more rapidly than S 
and has the same sum. 

Proof: With th e given hypothesis, th e proof of 
th eorem 8 shows that Pn---7 1 /Q~1 and that T n---7S . 
H ence, from (16), TVn---7S. Also , Qn ~O and Qn-
1 ~O for n sufficiently large since Q ~ 1 by by poth esis 
and Q~O sillce S converges. i Hence 

7 Knopp. p. 285. 
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Vf1n l - R n+ t 
~= 1 - 2R n+l + R nRn+l 

l - R n_ t 

= n(Q" - Qn_ t)[2(n+ l )(Q"+l- Qn)+(Qn- 2 Qn+ t)] - nQn[(n + l )( Qn+ t- Qn)-n(Qn- Qn-t)]~O . 
[(n + l )(Q"+l- Q,,)+ Qn+l(Qn- 1)][n( Qn- Qn- t) + Qn( Qn-t- 1)] 

with tIl o given ll ypoth esis. Also , as shown in the 
proof of Theorem 7, existence of Q implies P n> O for 
sufficiently large n so that we may apply Lemma 1. 

Theorem 10. 1j the hypothesis oj theorem 3, theorem 
4, 01' theorem 5 holds then W converges more rapidly 
than S and has the same sum. 

PTOOj: The proofs of the theorems referred to show 
that, for any of the conditions stated, Pn~O and T 
converges more rapidly than S. Theorem 1 shows 
that T = S . vVe thu s have 1 -Pn~1 and 

while 

W _ Tn-PnS n",T S 
n- I - Pn n~, 

S - WlI 
S - Sn 

(S - T,,)/(S - Sn)-Pn~O . 
I - Pn 

th e hypo th esis of theorem 3 is satisfied and T co n
verges more rap idly than S. 

If ao= O, not all at= O since thi would m ake 
R n= O for all n > N and S would terminate contrary 
to hypoth esis. If k is th e smallest value of i 1"01' 
which at ~O, th en n kR n= R (x) /xk for x= l /n and 
approaches ak whence all R n have th e same sign, 
namely th at of ak, for n sufficiently large. There
fore, from theorem 4 , it follows th at l' converge 
more rapidly than S. 

If ao=- I , not all at=O since this wOlild m.ake 
R n=- I for all n2.N, which is impossible since S 
converges . Again, let k b e th e small est value of 
i for which at ~O. Then [1 +R (x) ] /xk~ak and 

Theorem 11 . 1j S is an infinite convergent series and and th ('o rem 5 sh OIVS that T converges more 
rap idly than S. 

Rn= ao+at+a~+a~+ ... , If ao= l , we h ave 
n n n 

is valid jor all n 2.N where the at and N are con
stants , then T converges more rapidly than S ij ao ~ 1 
and with the same rapidity as S ij ao = l. 1j ai= O 
jor all i > O, then l' terminates with less than N terms. 
Otherwise, T is an infinite series with ratio oj each 
term to its predecessor given by 

valid jor all n sufficiently lm"ge, where the (3t are 
constant and not all (3i= O jor i > O. Aloreover, 
f3o = ao. 1n addition, (3l = al if ao = O 01' 1 and f32= a2 
if ao+ 1. 

Proof; Let us write 

R(x)= ao+ atX + a2x2+ a3x4 + 

This converges for X= l /N by hypo th esis. It, 
th erefore, converges for Ix l< I /N and defines an 
analytic function in this range. Also, for n 2. N, 
R n= R (l /n) . W e h ave 

R _(x) = R[x/(1- x)] = aO + alx+(a2+ al)x2+ 

(a3+ 2a2+ al)x3 ... 

R +(x)= R[x/(l + x)] = ao + atx +(a2- al)x2+ 

(a3- 2a2+ al)x3 ..• 

valid for Ix l<1/(N+ 1) ,8 and R n_t= R _ (l /n) and 
R n+t= R +(l /n) at least for n > N + l. 

If ao~ O,- l , or 1 th en, since R (l /n)~ao as n~(X), 
' Knopp, p . l 80. 

a nd 

Q_(x) = Q[x/(I -x)] 

= - at - a2X - (a3 + a2)x2-(a4+ 2a3+ a2)X3- . .. 

valid for x< I / (N + l) and Qn= n (l - R n)=Q(I/n) 
while Qn_t= Q_(l /n) at least for n > N + 1. H('nr,p, 

q(x)= [Q(x) - Q_( x)] /x 

= aZx+(2a3+ a2) x2+(3a4+ 3a3+ aZ)x3+ ... 

and n(Q,,-Qn_l)= q (l /n)~O while Q,,~- al' Sincn 
S converges, at< - 1 9 or Q=-al > 1. The proof of 
th eorem 8 indi cates th at, under th ese conditions, 
Pn~l /Q>O . For n sufficiently large, we thus 
h ave 3/2Q> P n>1/2Q and, by L emma 1, Lh e 
series T converges with the same order of rapid ity 
as S. 

If all at= O for i > O, th en Rn = ao for all n?:;N. 
W e cannot have ao~ in this case, since S converges. 
H ence l - ao ~ O and , from (9), bn= a,,[l / (l - ao) -
1/ (l - ao) ]= O for all n?:;N and T terminates wi th 
less than N terms. 

Conversely , if T termin ates with J{ terms, then 
bn= O for all n > J{. But if a,,=O for any n?:;N, th e 
f"initeness of the P n makes all subsequ ent an= O so 
that S terminates contrary to hypo th esis. H ence 
an~ O for n?:;N. W e therefore require T\ = O for 
all n?:; ~M, where M is the larger of K + 1 and N . 
From (13) it follows th at this implies R n+l- R n= O 
for all n ?:; M so th at R n is constant in this range 

• KLlOPP, I). 28&. 
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and R (x) is equal to Ro(x) =RM+Ox+ Ox~+ Ox3+ . 
for th e null sequence x= l /n . H ence all ai= O for 
i>O. lO If, therefore, not all a i=O for i > O, T is 
an infinite series. If not all a;= O for i > O, let k be 
th e least value of i > O for which ai~ O . Th en 

R +(x)- R (x) = - kakxk+l-(k + 1)(ak+l- kaJ 2)Xk+2-

(k + 2)(ak+2-(k + 1)ak+d2 + 

k (k + l )ak/3!]x k +3+ . .. 
and 

an valid for Ixl< 1/(N+ 1). Furthermore, we h ave 

R +(x) - R (x) 
(1 - R (x)]( I - R +(x)] 

(k + 2)(ak+2-(k + l )ak+ t/2+ k (k + l )a,j 6] k+3 
(1-ao)2 X 

for k > 2; and 

3(aa-a2)x4 

(1- ao)2 

for k = 2, noting th at we cannot have ao= 1 in these 
cases. For k = 1, ao~ 1, this become .. 

3af ] 4 
(1- ao)2 x - .. . 

while, for ao= 1 (and , therefore, k = 1), 

all valid for sufficien tly small I x IY Then 

lO K nopp, p . J 72. 
II K nopp, p. 182. 

p -(x)= pL ~xJ 
kakXk+l (k + 1)(ak+ 1 + kak/2) Xk+2 
(1 - ao)2 (1 - ao)2 

(k + 2) (ak+2 +(k + l )ak+d2 + k(k + l)ak/6] Xk+3 
(l - ao? 

for k > 2; and 

3(a3+ a2)x 4 

(l - a o)2 

2:i' [ 2a~ ] 
(1 _ ao? 2 a4 + 3 a3 + 2 a2 + 1 - ao - ... 

for k = 2; and 

I al x 2 I p _(x)= - (1 - ao)2 

3af ] 4 
(I-ao? x - ... 

forle = l , ao~1. Finally, forcxo= l , 

We thus get, for I x I sufficiently small 

for Ie ~ 1; and 

[ a2 a l ] 2 G(x) = 1 - 2 x + 2 1----- x - .. . 
a l I - ao 

for Ie = 1, ao~ 1; and 

for ao= l. vVe may now write 

... , 

wher e f3o = ao in all cases; {31 = al when ao=O or 1; and 
{32 = a2 when ao= 1. For ao~ O , k~l , we have {31 = 
-(k+ l ) ao ~O. For ao~ O or 1, k = l , we have 
f31 = al- 2ao~ O unless al= 2aO' In the latter case, 
we find f32=-2ao( 1 +ao) / ( 1 -ao) ~O unless ao=- l. 
However , we cannot have IRn l>1 for all suffi
ciently large n, and hence l + Rn cannot become and 
stay negative. But n( l + Rn) -7CX l if ao= - 1. H ence 
we must have al > O and thus al ~ - 2= 2 ao so that 
{31~O . For ao = O, we have f3k= CXIc ~O . In all cases, 
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therefore , not all t he (3i=O for i > O. But, by inspec
tion, Fn= F(l /n ) for n suffi ciently large. H ence our 
proof is complete . 

Theorem 12. If S is an ilifinite convergent series 
and 

is valid for all n?;:.N where the a i and N are constants, 
then W converges more rapidly than S and has the 
same sum. If a ;= O for all i>O or iJ ao= 1 and 
ai= (a2 /al)i- 2a2 for all i > 2, then W terminates with 
less than N terms. Otherwise W is an infinite 
series with ratio of each term to i ts predecessor 
given by . 

f =~= + 1'1+ 1'2+ 1'3+ 
n Wn- l 1'0 n n2 U 3 ••• 

valid for all sufficiently la rge n, where the 1' ; are con
stants and not all 1' ;= 0 for i > O. l'vloreo'Ver, , 1'o= ao 
and, if ao= O, 1'1 = al' 

P roof: We shall usc a large par t of the proof of 
theorem 11 . We note tllat 

o tha t 

H (x) = [<L +(x) - q(x)] /x = - a2x-(4a3+ (3)x2-

valid for Ixl< Jf(N+ 1). Therefore, 

n[(n+ l)(Qn+l- Qn)-n( Qn- Qn-l)] =H(1 /n)~O . 

This, coupled wi th other data from the proof of the 
theorem 11 , shows that the hypothesi of eithel' 
theorem 9 or theorem 10 is satis fied so that W 
converges more rapidly than S and has the same 
sum. 

If all a;= O for i > O, we have R n= ao for all n?;:.N 
and ao~l since S converges. H ence 1 -ao~O and, 
using (19), wn/an= l / (l - ao)- l / (1-ao) = O for all 
n?;:.N, so th at W termina tes with Ie s than N terms. 

If all ai= (a2 /al)i-ta2 for i > 2 and ao= 1, we have 
Rn= 1+ ad(n-a2/al) for all n?;:.N. Using (19), 
wn/an= - (n-a2/al) /(1 + al)+ (n-a2/al )/(l + al) = Ofor 
all n > N since - al > l and l +al~ O if S converges. 
Thus W terminates with less than N terms. 

Let us now consider ao ~ 1 and not all ai = ° for 
i > O. If k is the smallest index i > O for which 
a ; ~ O , we obtain 

A(x) = [l - R _(x) ] [R+(x) - R (x)]

[1 - R +(x)][R(x) - R _ (x)] 

= (1 - ao)k(k + 1)akxk+2 

(1 - ao)( lc + 1 )(k + 2)ak+l Xk+3 

+ (1 - ao)(lc + 2)(k + 3) [ak+2+ k(k + 1)ak/12]xk+4+ 

for k~2; and 

for k = 2; both valid for Ix l< l /(N + 1.) Bu t, from 
(1 9 ), wn/an= A n/B n , where 

A n=( l = R n+l)( 1 - 2Rn+ R "R n_ I) -

(1 - Rn- 1 )(1 - 2Rn+l + R nR n+l) 

= (l - R n_ I)(R n+l- R n)- (1 - R n+I)(R n-R n_l) 

and 

Since an~ O for n?;:.N as indicated in the proof of 
theorem 11 , if W terminates w'ith K terms, we must 
have An= O for all n?;:.M, where M is the larger of N 
and K + l. But A (x) cannot vanish for all terms of 
the null sequence x = l /n, n?;:.M since ak ~ O . H ence 
A n= A(l /n) cannot be zero for all n?;:.}.;[, and W is 
an infini te series. Furthermore, we readily obtain 

B (x) = [J - 2R(x) + R (x)R_(x)] [l - 2R+(x) + R(x)R+(x)] 

=(1 - ao)4 - 4(1 - ao)3alx -

[4(1 - ao)3a2- 2(1 - ao)2al - 6(l - ao?ai]x2- . .. 

if lc = 1 ; and , for lc ~ 1, 

B (x) = (1 - ao)4 - 4(1- ao)3akxk

[4(1 - ao)3ak+ I- 2 (1 - ao)2kak]Xk+ l- . . . 

TIm , for Ixl su fficien tly mall, 

A (x) Xk+2 [ 
p(x )= B (x) (1 - ao)3 lc( lc + l )ak+ (k + 1)(k + 2)ak+ lx + 

(k + 2)(k + 3){ ak+2 + lc(l~t 1 ) ak } x2 + . .. J 
for k > 2; and 

for k = 2; and 

for k = 1. From these, we further get 
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P-(X)=P [l x XJ=(l~:o)3 [ k(k + l )ak+ 

(k + 1)(k + 2)(ak+ l + kak)X +(k + 2)(k + 3) 

x {ak+z+ (k + l )ak+l+ 7k(\t 1)ak}XZ+ .. .J 
or 

or 

for k > 2, k = 2, and k = 1, r espectively. I-Ience, for 
sufficiently small lxi , 

or 

( )_ + [ az 4a[ ] z 
9 x - 1-3x 3 1 - a[ 3(l-ao) x - '. ' . 

for k;;e 1 and k = 1, respectively. We may now write 

where 'Yo =ao in all cases and 'Yl = al when ao= O. 
Also, for ao= O, 'Yk= ak;;eO. For ao;;eO, k ;;e l , we have 
'Yl=-(k+2)ao;;e O. For ao;;e O, k = l, we have 
'Yl=al-3aO;;eO unless al = 3aO. In the latter case, 
we find 'Yz=-6ao(l + ao) / (l-ao);;e O unless ao=- l. 
However , if ao=- l , we must have a l>O, and hence 
IXl;;e-3=3aoso that'Yl;;eO. In all cases, therefore, 
not all the 'Y i= O for i>O. By inspection,jn=j(l /n) 
for n sufficiently large. H ence our proof for the 
case ao;;e1 is complete. 

Finally, let us consider ao= 1 and not all a j= 
(a2/al)i-Zaz for i>2. Let k be the smallest index 
i>2 for which a j;;e (aZ/al) i-2az. Then we have 

where m=n-aZ/al , OJ=ai- (a Z/a l)i-Zaz, ok;;e O, and 
k > 2. If we now write 

r(y) = l + alY + Okyk+ Ok+ lyk+l + ... , 

t hen rev ) conver9"es for y = l /Ni, where M =N-a2/al 
and hence for ly l< l /M and defines an analytic 
function of y in this range. Also , for m > M , we 

have Rn= 1'(l /m) where m= n-aZ/al' We will, 
however, find it more convenient to use the function 

By substitution , we also get, 

D _(y) = D[y/( l - y») = al + Okyk-l+ [Ok+l +(k - l )ok]yk+ 

[ok+l+ lcok+l+ k(k - 1) Ok/2]yk+l+ . .. 

and 

D+(y) = D[y/(1 + y)]=al + Okyk-l+ [ok+1-(k - 1)ck] yk+ 

[Ok+Z- lcok+ l + k (k - 1) Ok/2] yk+l+ ... 

valid for ly l< I /(M + l). It is obviously that 

1'(y )=I+ yD(y) 

1'_(y)=1' [y /(l - y») = 1 + yD_(y)/(l - y ) 
and 

Thus 

a(y)= [1 -1' _(Y)][1'+(Y) -1' (y)]- [1 - 1' +(y») [1' (Y)-l' _(y )] 

= {D _(y )[(l + y)D(y)- D+(y)] - D +(y)[D_(y)

(l - y)D(y)] }y z/( 1_ y2) 

= - [al(k - l )(k -2)ok+ alk (k - l )Ok+lY + 

.. . ]yk+3/(I _ y Z). 

By inspection, A n = a(l /n) and cannot vanish for 
all sufficiently large n since al(k - 1) (k - 2)ok;;e O. 
As previously stated , all an;;e O for n > N. H ence 
Wn does not vanish for all sufficiently large n, and 
TV is an infinite series. Also, 

b(y) = [1 - 2r(y)+ 1' (Y)1'_(y)] [1 - 21' +(y) + 1' (y)l' +(y )] 

= [D _(y) - (I - y )D(y)+ yD(y )D _(y») X 

[(1 + y)D(y) - D +(y) + yD(y)D+(y») y2/(I _ y Z) 

= [a~ (1 + al)2+ 2al(1 - al) (k + 2al) Okyk-l+ 

.) y4/( I _ y Z). 

Thus 
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so that 

cl (y)= e(y )!c(y)= 1 - (k - 1)y + . .. , 

and 

D (y) = d (y)l'(y )= l + (CI'I + l - le ) y + .... 

If 

f(x) = D [X/(l - CI'2X/ CI'I») = 1 + (al + I - Ie ) x + ... , 
then 

f n= f(l /n) = l'o+~+ I'~+ . .. , 
n n 

where 

Remarks. The last theorem shows that, if R n is 
an analytic function of l /n for n sufficiently large, 
then the W transformation will yield a new series 
with the same sum but more rapidly convergen t. 
),i(oreover , the transformation can be applied to the 
new series, if infinite, to ge t a third series with the 
same sum bu t till more rapidly convergent. The 
process can be repeated as often as desired to yield 
successive series, each of which converges more 
rapidly t]1an its predecessor and each of which has 
the same sum as the origin al series. If R;rf.1, 
theorem 11 shows tha t the same statements hold 
for the simpler T transformation. If R = l , an 
infinite set of transformed series may be obtained 
by the T transformation, each of which has the 
same sum as the original series, but each will con
verge only with the same order of rapidity as the 
original. 
E xample 1: 

This series is very slowly convergent. To ob tain 
9-place accuracy with this series would requir e use 
of 109 terms were it used directly. Since, however, 
we have 

n 1 1 R = - -=- 1+- - - + ... , 
n n + l n n 2 

for this series, it satisfies the hypoth esis of theorem 
11 and may be subjected to repeated T transforma
tions with increased rapidi ty of convergence at each 
s tep. R estricting ourselves to using only the first 
9 terms of S, the successive transformed series are 

("' 

T = .66666 66667 + .3333 33:333 - .00952 38095 

+ .0039682540 - .00202 02020 + .00116 55012 

- .00073 2fi007 + .00049 01961 - . . . 

T' = .69259 25926 + .00068 47183- .00017 15546 

+ .0000575844 - .0000234397 + .00001 09276 

T" = .69314 01274 + .00000 87420 - .00000 2]874 

+ .00000 06721 - . . . 

T"' = .693]4 71197 + .00000 00763-

in which we have omitted th e first step in each of the 
succeeding transformations since, obviously, the first 
term in earh of th e T series is not smoothly related 
to the remainder of the terms. It would no t have 
affected results were the transformation also appli ed 
to the first terms, th e further series merely carrying 
additional terms of irregular form wi th the same 
terms as given following these. This ini tial irregu
larity is due to the differ ence in form for the first 
term in each transformation from later terms as 
shown by (9). 

The error of stopping at a gi \'en place in any of 
th e transformations is, in this case, r eadily approxi
mated, since each series is al tern,tting. If we con
sider the final approximanLs for the successive serie 
S, T, T ' , T il , and T '" we obtain the sequence : 
0.74563 49206 ; 0.69334 73389 ; 0.69315 08286; 
0.69314 73540 ; 0.69314 71961 ; the last value being 
CO)Tect to better than 2 io lhe eigh th place. This 
is no t an infinite sequ ence, since Til' has too few 
terms to permit continuation of tIl e transformation. 
If, however, we assume it represmts the first terms 
of an infinite equence converging to log 2, without 
proof other than appear.wee, W(' get th~ series 

U= .74563 49206 - .05228 75R17- .00019 65103 

- .00000 34746 - .00000 01580- . 

Assuming furth er that this series is of sufficient 
smoothness to justify application of the T trans
formation, we get 

U' = .69315 00873- .00000 27958 
-.0000001029 -

U" = 0.69314 71846. 

The U series fina'! approximant s form the sequen ce: 

0.69314 71961; 0.69314 7] 885 ; 0.69314 71846. 

Assuming these also arc initial terms of an infinite 
seqUf'nce converging to log 2, we write 

V = 0.69314 71961 - 0.00000 00075 
- 0.0000000039 - . .. , 

which transforms in to 

1" = 0.693]471804. 
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The heuristic process stops at tbis point because of 
lack of terms, but this last value is remarkably close 
to the corrcct value to 10 places of 

log 2= 0.69314 71806 . 

In fact, because only 10 digits were carriad through
out the calculations, the agreement is about 1 place 
better than could be expected even were the later 
steps proved fully justifiable. Note that, by this 
method, we have achieved an accuracy using 9 terms 
of the original series, which is better than that ob
tained by summing directly hundreds of millions of 
additional terms. The effect of the additional terms 
is included by considerations of "smoothness" . 

We could also have applied the W transformation, 
since the hypothesis of theorem 12 is satisfied. In 
this case, the successive transformed series are: 

TV= .68750 00000 + .00694 44444 - .00173 61111 

+ .00062 50000- .00027 77778 + .00014 17234 

-.00007 97194 + ... 

W' = .69313 90632 + .00000 89884 - .000eo 22983 

+.00000 07115 -

WI/ = .G931471793 + . , 

omitting steps that involve terms not "smoothly" 
related to the remainder because of differences in 
form indicated by (19) . The fina.l approximan ts for 
series 8, VV, W' , and W" are 

0.7456349206 ; 0.69311 75595; 0.69314 73648; 

0.69314 71794. 

Assuming these to be the first terms of an infinite 
sequence cODverging to log 2, we get the series 

x = .74563 49206 - .05251 73612 - .00002 98053 

- .00000 01854 - . . . 

Applying the W transformation to this, we get 

./\" = 0.69314 71806 . 

We thus see, as might have been expected, that the 
W transformation is more effective than the T trans
formation. However, the simpler calculations in the 
case of the T transformation probably more than 
offset the additional number of steps required as 
compared to the W transfonna,tion . 

Example 2: 

111 111 1 
8 =-- 1+ - - - + --- + - - - + 

243 658 7 

After seeing how advantageous thl' transformations 
are when "smoothness" exists, we choose this exam
ple to show the ill effects of irregularity. This is , 
as may be seen by examiration, identical with the 
series used in example 1 except that the sign is 
reversed and odd and even terms are interchanged. 
In spite of beil1g only conditionally convergent this 
interchange does not affect the sum, which is - log 2 . 
If the type of irregularity is noted, the best pro
cedure would be to remove it by rearranging the 
series (in this case obtaining the form given in 
example 1), by combining terms (in this case 0 b
taining the form given in example 5), or by splitting 
it into several individually "smooth" series (not 
possible in this case since this leads to two properly 
divergent series) . Suppose, however, we do not 
note these possibilities but attempt to work with the 
series as it stands. It is obvious that theorems 11 
and 12 are inapplicable. 80 is theorem 5. How
ever, theorem 2 applies except that 1 + Rn ----70, and 
hence we have no statement about relative speed of 
convergence, although \ve know that the T trans
formation leads to a convt'J'gt'nt series. In fact , we 
find that 

T= .16667 - .46667 - .09286 - .07937 

- .03535 - .03217 - .01859 - .01737 

- .01146 - . ... 

The terms are certainly smaller than those of 8. 
However, the character of the series is changed from 
alternating , to terms having the same sign, and this 
makes the error for a given number of terms of the 
same order as that of the original series, being 
approximately the average of the errors found for the 
original series for consecutive partial sums. We have 
thus not gained by the use of the transformation. 
Examination of T shows that R exists and has the 

7 
value 1 and that n(1 - bn/bn _ 1) ----72' for n even and 

----7~ for n odd, so that T satisfies theorem 6 and can 

itself be transformed into a new convergent series T' . 
Of course, even at this step , if the type of peculiarity 
were noted, it would be possible to combine pairs of 
terms 01' to separate the odd and even terms into 
separate series to be separately summed, obtaining 
"smooth" series in either case that would satisfy the 
hypothesis of more useful theorems. If, however, we 
continue with the transformation to T ' , we may note 
that, although it converges, its terms arc largcr than 
those of Tsince, from the given limits for n(l - bn/bn _ 1) 

we have IF n'l '" 172 n ----7 ro . In fact, T' is quite similar 

in convergence and form to 8 with terms alternating' 

in sign and tending to \2 those of 8 for large n. The 

T' series is 

T' = .41592 - .52315 - .4031 0- .32859 - .28078 - . 
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VVe may now attempt to proceed in accord with the 
remark follo\\'ing theorem 8 to get the equivalent 
and, we hope, more rapidly converging series 

which is, numerically, 

v = 1.78229 - 1.66759 - .03566 - .33997 - .00693 

This series, unfortunately , is even worse than T. 
The irregularity is mu ch more pronounced . 

We m ay try the TV transformation instead . It is 
easy to show tha,t its resulting serics is convergen t. 
It is 

vF= - .]2500 - .22917 - .08333 - .05417 - .0333:3 

-.02470 - ,01786. - , , . 

a,nd is certainly no morc rapidly convergent than the 
T series. If we transform this again , we obtain 

W' = .10417 - .66477 + .39964 - .44015 + . . . , 

which does no t appear promising. 
We may thus conclude that, if a certain amount of 

smoothness is lacking in the original series, the 
transformations, while leading to convergent sm'ies, 
may not h elp in evaluation but may help in indicating 
the character of the il'l'egularity and thus suggest 
som e method of modifying the original series or one 
of its transformations, by grouping, rcarranging, or 
splitting into subseries . 

Example 3: 

8 = 1 + 0 - 1:.+ 0 + 0+1:+ 
2 4 

1 1 
O+ O+ () -S+ 0 + 0 + 0 + 0+ 16+ 

This example shows the effect of a somewhat different 
type of irregularity. Here we readily find that T and 
W al'eidentical with8fol' any consistent interpretation 
of formulae, a nd hence the sch emes have no value. 

Example 4: 

-, 1111111 
::) = 1+2'-4:- 8+16+ 32 - 64 - 128+ 

This is still another example of irregularity. Here we 
readily find that 

. . ) 
which certainly has the same type of convergence as 
8. However, we may now utilize th eorem 1, which 

') 

s tates that T = 8 to obtain 8 = 2- i8 from which we 

6 
get the sum 8 = 5' This particulm' senes can , of 

course, be summed more easily by grouping pairs of 
terms to give 

8 = 1+1:-~+~-4 16 64 .. . , 

which is, E'xcept for the first term, a simple ~eometl'ic 
, . 6 

sen es convel'gmg to s· 
The TV transformation, in this case, gives 

10 4 6 1 3 1 TV =- - + - - - - - + - + - -
7 7 7 7 14 28 

... , 

and offers no apparent actvantages, 

Example 5: 

8 =_1 _ _ _ 1 _ _ ]_, + _ 1_ + _ 1 _ _ _ ]_, _ _ 1 _ + .... 
1.2 2.4 3. 4 .16 5 .32 6.64 7.128 

This is a somewhat less obvioll application of lh e 
remark following theorem 8. 
' Ve readily find lhat 

T=~-~+~+ 155 
5 10,3.8 33.4.16 66.5 .32 

196 
85.6.64 

497 
204 .7.128+ ... , 

and that terms tend to ~ of th e next to cOlTesponding 

term in 8. We thus take, as a more convergent 

series wi th th e same sum V =~ (8; - T) with the 

two series displaced one te rm prior to combining, 
thus obtaining 

which converges more rapidly than th e initial 
series. A preferable procedure is, of CO llrse, to 
combine pairs of terms. 

Example 6: 

This is the sam e series as used in example 1 but with 
pairs of terms added. It is readily seen that this 
series satisfies th e hypothesis of theorem 8 with 
Q= 2. We may, tbus, proceed as there indicated 
to get the successive more rapiJly converging series: 

711 3 
V = 10 - 180 - 1170 - 12376 -

3 . . " 

'2n(2n -- 1)(4n - 3)(4n + 1) 
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for which Q= ,4, 

and 

which, as far as we have gone, gives the value 
0.693139 , which is correct to 8 in the last digit. 
Here, also, if desired , we may follow Example 1 in 
assuming that the last partial sums of 8, V, and V' 
form the first terms of a reasonably smooth infinite 
series and thus improve results somewhat further 
with the given number of terms. 

We also note that theorem 9 is applicable. If 
we use the ~V transformation, we get 

which, so far as we have gone, gives the value 0.69306, 
which is in error about 8 in the last cligit. 

Example 7: 

1 1 1 1 1 1 1 1 
8 = 1+- - - - - + - + - - - - - + - +· 2 3 4 567 8 9 

Tills example is included to show that there exist 
convergent series, even with a certain type of 
smootlmess, for which the T transformation leads 
to a divergent series. Here T is given by 

and terms tend toward ± 1. 
The W transformation does, however, lead to a 

convergent series albeit no more rapidly so than the 
original. The resulting series is 

Example 8: 

This is another example showing that there exist 
convergent series, even with sufficient smoothness 
to have R exist = l , which lead to divergent series 
upon application of the T transformation. Here 

so that 8 converges. However, 

so that 

The TV transformation leads, in tills case, to a 
convergent series since, as may be readily verified, 

a2n(1 - Rzn+1) ",1. ---70 
1- 2R2n+1+ R 2nR 2n -f-! n-

and 

Example 9: 

1 23 - 2 1 1 
8 = 1 + 22+ 22.3.4 + 22+ 32+ 

33- 2 1 1 43- 2 1 
2.3 2.4.5+ 32+ 42 + 3.42.5.6 + 42 -

This is an example showing that there exist 
convergent series, even with sufficient smooth
ness to have R exist and have the value 1, which 
lead to divergent series upon application of the 
W transformation and this despite the fact that 
the T transformation leads to convergent series. 

n+l 1 
Here 0 < 83n-2< 83n _1< 83n< 3 ~ 2 so that 8 con

I n 
verges. However, 

so that 

a3 n+l(1 - R 3n+2) n+2 
1- 2R3n+2+ R3n+ lR3n+2 ~. 

n + 2 n + 2 
TV3n+1 = 8 3n+1+ - 2- >-2- ---7co. 

Furthermore, 

and 

so that 

a3n- l 

1- Ran _ 1 

(n + 1)3-2 0 
(n+ 1)3(2n+ 1)---7 . 

(n+ 1)3-2 
(n + 1)3(2n+ 1)---70. 

3 . Original Series Divergent 

General: There has been considerable study made 
of methods of assigning m eanings to Divergent 
Series. One possible way to assign such a meaning 
to a Divergent Series 8 is to consider it as the value 
of the function 8(x) at x= 1, where 8(x) is defined for 

'" sufficiently small x by the power series ~ anx n and 
o 

for larger x by analytic continuation or limit proc
esses. If R n r emains bounded as n ---7 co, there will 
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always be a region in whi ch the power seri es converges 
(cer tainly wh en Ixl i Ie than the lower bound of ] / 
IR n!). If, however, Rn is unbound ed, the power series 
may converge only at the origin and docs no t, there
fore, define an anaJytic fun ction over any r egion. 
In any case, it may no t be possible to find an analytic 
continuation or limi t for X = 1. Another method, 
developed bv Borel , is to consider the power seri es 

00 a n 

8B (x)= ::8 4 as defining some function of x and 
o n . 

then to define tIl e sum of the divergen t series 8 by 
the integral 

Still anoth er way of treating the matter is to consider 
the power eries 8(x), even if it diverges for all x no 
matter how small, as an asymp totic representat ion 
of a function F el /x). Then, if F (l /x) is defined at 
x= l , we may take 8 = F (I ). Since, in general , any 
asymp totic series may represen t an infini ty of 
functions, tbjs method requires some addi tional 

limi tations in regard to the behavior of F (~) to 

in sure UllJq ueness. 
The use of the transformation s discussed in this 

paper may, in orne ca es, lead to "equivalen t" con
vergent series and thus to ano ther definition of sum 
of divergen t series. In many cases, however , the 
transformation m erely serves to obtain an equivalen t 
series, also divergent, but diverging more slowly. 
The new series may be easier to sum than the old. In 
particular, if tlle original series can be considered as 
the result of substituting a particular value for the 
variable in an asymptotic series, the resulting series 
may be similal>ly regarded but with individual terms 
smaller than for the original so that, if the error 
s topping at any term is limited by the magni tude of 
the next term, the transformed series yields a more 
precise sum. The theory is, obviously, more difficult 
by far than for convergen t series and has not been 
developed beyond a rudimen tary stage by th e author. 
H euristic application to parti cular examples does, 
however , indicat e considerable power in this method. 

Theorem 13 . If there is a definition }.if. JOT the sum 
of an ·irifinite series that has the jollowing propeTties: 

00 

A. If ::8 Cn is summable M with sum C and 
o 

00 00 

::8 dn is summable M with sum D, then ::8 (cn±dn) 
o 0 

is summable j\([ with sum C ± D. 

co 

00 

B. If::8 Cn is s~tmmable NI with sum C then 
o 

::8 Cn is summable .LvI with sum C+ co, and if both 8 
o 

H ence, by condition A, 

an )J=O I - Rn 

an )] S l - R n = un1M 

But, from (9), 

and 

1 anR ,n> O. 
II 

H ence, 
SumM T = S um.M 8. 

Remarks. The drfinitions tbat atisfy the conditions 
of tbis theorem include Cesao and Holder summa
bility of any order and ab olute Borel summabili ty. 

00 

Condit ion B can be modified to read : "If::8 c" is 
I 

00 

summable NI with sum C then, if ::8 Cn i umma-
o 

ble 111., its sum is C+ co" , provided we add to tbe 

hypothesis: " and V' =[ 0 + ~ 1 a'RJ is summable 

N1." The modified condition is met by Borel sum
mability without th e requirement th at it be abso
lu te. 12 

Theorem llf : I} 8 is such that IRnl5.NI jol' aU n 
and if T converges absolutely, then T is the limit a8 

00 

z L oj the analytic continuation of 8(z)= ::8 a"zn. 
o 

Proof: Consider the ser ies 

1'() -.0 (1 1) n z = L.J a" l - R - 1- R z o n+12 lIZ 

and the region bounded by th e circular arc I z I = 1 
and the line segments x = O, y=- 1/2, x = I/2M, and 
y = l -x. If M < I , then S converges and , by 
Theorem 1, we have T = S = S( I ) satisfying the 
present theorem in trivial fashion. If NI ~ 1, 
1/2 M 5. 1/2 and the region is a indicated in the 
diagram on p . 242. Throughou t the r egion and its 
boundary , we have I z 15. 1. In t he Jeft-hand por
tion, 05. x 5. 1/2M so that 

and V = £ an/(l- R n) are summable NI, then T is I I - Rnzl~ I I - Rnx l ~ 1 -I Rn!l x l ~ 1 /2 
o 

summable NI with the same sum as 8. while 

PTOOj: By condit ion B, we h ave !1- R"I5. 1 +IRII I5. M+ l. 

[
m a n J SumM 0+ ~ I - Rn = Sumjlf V. 12 w. B. Ford, Stlldies on divergent series and sum mability, p. 89 (M acmillan. 

New York, N . Y., 1916) . 
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Hence 

Il - R nl/ ll - R n z 15,2(M + 1). 

In the right-hand portion, we have y ~ I - x so that 

Hence 

II - Rnzl = .v(l - R nx?+ R ; y2 

~ .. /(l - R nX)2 + R ; (l - x)2 

=.v(1 - R n? + (1 + R n- 2Rnx)2/-/2 

1/-~ 11- R ni/ ' 2. 

Il - Rnl/ ll - R nzl 5, ,/2< 2 (M+ 1). 

Therefore, throughout the region and its boundary, 

where 
(I - Rn_I_I) (I - R n) bnzn-;- , 

(l -Rn+ , z )(I -R~' 

But, by hypothesis, f: Ibnl is convergent. Hence 
o 

T( z) is uniformly convergent throughout the region 
and its boundaryY Moreover, j n(z) is a rational 
function of z and is therefore analytic except at the 
points z= I IR n and z= I IR n+l , which are poles. 
Since convergence of T reverses finiteness of the bn , 

we cannot have R n= I for any n. Also, by hypothe
sis, IRn=1 ~M_ Hence these poles do not fall within 
the region or on its boundary, and j n(z) is analytic 
within the region and continuous throughout the 
region and its boundary. Hence T (z) is analytic 
within the region,14 and is continuous throughout the 
region and its boundary.15 Thus the limit of T( z) 
as z~1 is T (I )= T. Also, S (z) is a power series 
with radius of convergence at least as great as 112M, 
since S(1 /2lvI) converges, having the ratio of each 
term to its predecessor less than or equal to 112. 

13 Whittaker and Wa tson , Modem analysis, p . 49 (Cambridge University 
Press, 1915). 

14 M odem ana lysis, p . 91. 
l' Modern analysis, p . 47. 

Hence S(z) is analytic in the double-hatched region 
of the diagram bounded by the semicircle (z) = 112M 
and the y axis and, in particular, converges for z= x 
for any x in the range O< x < I/2M. T( z) is also ana
lytic in the same region since it is included in the region 
previously considered and converges for all points 
on the portion of the x axis included. Hence by 
theorem 1, T( z) is identical with S(z) in this region 
and is therefore an analytic continuation of S(z) 
throughou t the larger region. 

Theorem 15. Ij S diverges, R n>O jar n sufficiently 
large, and there are an infinity oj values oj n j or 
which R n 5, 1, then T diverges . 

Proof: Since S diverges , we cannot have an=O 
for all n sufficiently large. Hence, if there are an 
infinity of values of n for which an= O, there must 
be an infinity of such va]uils for which an_I;;t'O, and 
hence R n= O contrary to hypothesis. If there are 
an infinity of values of n for which R n = 1 but an;;t' 0, 
we have each corresponding T n _ , infinite and thus 
T diverges . Finally, if therp are an infinity of 
values of n for which Rn< l , then, for each of these 
n, an / (1 - R n) has the same sign as an, and hence as 
S n- I for n sufficiently large so that ITn-I/>IS n- d for 
an infinity of values of n and thus is unbounded. 

Theorem 16. Ij S diverges, R n>O jar n sufficiently 
large, and there is an infinite sequence oj values oj n , 
say nl< n2< n3< . .. such that Rnj~ 1 as i~ 00 , 

then T diverges . 
Proof: In view of the proof of theorem 15, we 

may limit attention to an;;t'O and R n> 1 for n suf
ficiently large. Since the an are all of like sign for n 
sufficiently large, we may take them as positive for 
convenience, an almost identical proof applying if 
they are negative. Let, therefore, No be such that, 
for n~No, an>O and R n> l. Since Rnl~l , there 
exists a value N~No for which R N<RNO' Let N , 
be the least such value. Th<ln, for every n such 
that N o5,n< N" we must have Rn ~RNo>RNl_ 
Starting with N" we may similarly get a value N 2 
such that, for N I5,n< N 2 we have, Rn ~RNl>RN2' 
Combining with th e preceding, we then have 
R n> R No for all n such that No 5, n < N 2 • Continuing 
in similar fashion, we g et an infinite sequence N j 

with the property that R n>R Nj for all n in the 
range N o5,n < N j and with N .1>N i-l' Now, from 
(5), we have 

T (N ;-1) = S No + a (No+ I)+ a (N 0+2)+ . . . + a (N ;- 2)

a (Nj_I)/(RNj - l) 

= SNo - { a (N o+ l)+ [a (N o+2) - R N ; a (No+l) l + 

1a (N oH)-E N ja (N 0+2)]+ ... + [a (N ; - 1)

RN ;a (N ;-2)1 }/(RN; - 1). 

But a n= R nan_,> R N; an_1 for N o5,n< N j • 

all terms in the braces are positive and 
Hence 
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But R nc> R", > 1 for NO~ni<Nj . H ence R", .- l 
-70 since Rn;~ l and thu T (Nj - I) -7- <Xl, so th~t T 
diverges. 

Theorem 17. Ij S is n divergent series nnd 

a1 a2 a3 
R n=- 1+- + - 2 + - 3+ .. · , n n n 

is valid for all sufficiently large n, then the repeated 
npplicntion oj the T transformation to S and to each 
derived series in turn will, after m applicntions, yield 
a series T (m) which converges, where m is the smallest 

'" integer exceeding - al j2. Moreover, T (m) = lim L::: anxn. 
x .... l-0 0 

P1'00f: We no te that al ~ ° since, otherwise, 
IRnl<l for n sufficiently large so that S is an 
alternating series with term steadily decreasing in 
magnitude atld converges contrary to hypo the is. 
Using the analysis of theorem 11 in so far as it 
does not depend upon convergence of S, we see 
that T terminates if all the ai= O and that, other
wise, T i an infinite series with ratio of each term 
to its predecessor given by 

. . -, 

where ,81 = a! + 2. If al> -2, then al + 2> 0 and T 
converges smce, for n sufficiently large, it is an 
alternating series with terms of steadily decreasing 
magnitude. If a l + 2 = 0, T will converge if the fu'st 
,8; that is not zero is negative; it will diverge if all 
the ,8 i are zero or if al < -2. When T diverges, it 
satisfies the same conditions as the hypothesis 
prescribed for S. If we repeat the same transfor-

'" mation on T to get a series T (2) = L::: b~2) then either 
o 

T (2) terminates or is an infinite series with ratio of 
each term to its predecessor given by 

b (2 ) f3 (2) f3 (2) f3 (2 ) 

b ~~2. 1 = - 1 +~+-?-+ ~3 + ' . . , 

where f3 !2) =,81 +2= 0:1 +4. By simple induction, 
we thus see that, for -ai not an even integer, it 
will take m successive transformations to obtain a 

'" series T (m) = L::: b~m) with magni tude of terms decreas-
o 

ing for terms sufficiently far out (that is with 
f3 Im) > 0) so that T (m) will then converge. If - al is 
an even integer, we get f3 Im- 1) = 0, and it is possible 
for T (m-I ) to converge. In view of theorem 2, T (m) 
will also converge in this case. 

As concerns the values of T (rn) , we see from Lemma 

~-------------~--~------------------ --

'" 
4 below, that lim L::: anxn and lim L::: anxnj(l-R n! 

x-. l-0 0 x~ l -O 0 

both exist. Now the limit operation tated is a defi
nition of summability that satisfies the conditions of 

'" '" theorem 13. Hence lim ~ bnxn= lim L::: anxn. 
x~ l -O 0 x .... l - 0 0 

Since T also satisfi es the conditions of the lemma, 
we similarly get 

lim ::t b" (2) x n = lim ~ bnxn so that, by induction, 
x--.>1-0 0 x .... l - 0 0 

lim ~bn(m) xn= lim i: anx" . Since T (m)converges, 
x ..... l-O 0 x .... l-0 0 

lim ~ b,, (m) x"= T (m) completing the proof. 
x .... l - 0 0 

Lemma 4. Ij S has terms such that 

R n = - 1 + al + a2 + a3 + . 
n n 2 n3 

is valid jor aLL su fficiently lm'ge n , then lim f:- anx" 
x .... l - 0 0 

and lim ~ a nxnj(l - R n.) both exi t. 
x ..... l - O 0 

Prooj: Let F (x) = (l + X)k ~ a nx n where k > 1 - a l 
o 

is an integer. Then F(x) = P (x) + j(x) wherc P (x) is 
a polynomial of dcgree k - 1 in x and 

j (x)= ~ anx nH [1 + kRn+1+ k (k2- 1) R n+1R n+2+ 

lc(k - 1)(lc- 2) R R R 
3! ,, +1 n+2 n+3 ' . . + 

R n+ IR n+2R n+3 ... R 1i +kJ 
Let us designate the quantity in the brackets asAk(n ). 
Then 

A ( ) R al a2 a a 
In = 1+ n+l=n + 1 +(n+ 1)2+(n+ 1)3+ 

= a1+ (a2- a l) + 
n n2 

.. . , 

then 

A ( + 1)= al(al+ 1)(al+ 2) . . . (a1+ k - 1)+ 
k n (n + l )k 

Mk ) o2(k) 
(n + l )k+l + (n + 1 )k+2 + 

so that 
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and 

Hence we have established the basis for an induction 
proving that the form assumed is correct. Thus, for 
n sufficiently large, we have IAin) I<l al+k lk/nlc and, 
for Ix l ~ 1, each term in f(x) is less in absolute 

'" value than the corresponding term in f = ~ I al + k Ik 
o 

X la"l/nk. But the ratio of each term of the latter 
to its predecessor is given by IRn!(l - l /n)k= 1-
(k + al)!n + terms of higher degree in l /n and k was 
chosen greater than 1 - al so that k + al > 1. Hence 
j converges and, hence, f(x) converges for Ix l ~ 1. 
Also, since P(x) is a polynomial, it is analytic for all 
x. Hence F(x) is analytic at least for Ix l ~ 1 and we 

'" have ~anxn convergent and equal to F (x)/(l + X)k for 
o 

'" 
all Ix l< 1 so lim ~anxn exists; its value is F(l)/2k. 

x--> l - O 0 
'" 

Moreover, the ratio of each term of ~an/(l-Rn) 
o 

to its predecessor is, for n suffi ciently large, 

where 1'1 = al as may be shown by an analysis simi
lar to that used in the proof of theorem 11. Hence 
this series satisfies the hypothesis in the same way 

'" as 8 and, by similar reasoning, lim ~ anxn/(l-Rn) 
. x-->J- O 0 

exists. 
Example 10: 8 = 1- 1+ 1-1 + 1- 1+ . . .. 

Here we get bo= 1/2 and b,,= O for all n > O so 
that T terminates with the first term and T= 1/2. 
The W transformation also terminates with a single 
term of 1/2. 

Example 11: 8 = 1-2+4 - 8 + 16-32+ . 

H ere again, T terminates at the first term and 
T = 1/3. Similarly for W. 

Example 12: 8 = 1+ 2+ 4+ 8 + 16 + 32 + . . .. 

This example indi cates, in a trivial way, that the 
transformation may yield a value for T even if 8 
is properly divergent. Here T terminates and has 
the value - l. TV behaves in the same way. 

Example 13: 8 = 2+ 5/2+ 17/4+ 65/8+ 257/16 + 
1025/32 + .... 
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This is a less trivial example of a properly divergent 
series for which T converges. Here 
T= -8+45/7 + 306/217 + 2340/3937 + 18504/64897 
+ 147600/1046017 + ... , and converges since terms 
tend towards 9/271+1. In fact , the general term for 
T can be Wl'i t ten as 

2" ] 
22n +I _ 1 

for n > 1 and lienee T can be summed directly as 
- 8+ 9= l. 

This is consistent with considering 8 as the sum 
of the two series: 

8 1 = 1+ 2 + 4 + 8 + 16 + .. . 

8 2= 1 + 1/2+ 1/4+ 1/8 + 1/16 + 

The sum of the first is - 1 by the preceding ex
ample and the sum of th e second is obviously, 2, so 
th a t 8 = 8 1 + 8 2 = 1 in agreemen t wi th the preceding. 

The tv transformation also leads to a convergent 
series 

W = 92 _ 4131 + 393822 + 46546812 + .... 
11 319 105821 46521101 

This also sums to 1. The terms tend to 27/2n+1 and 
hence this transformation does not give better re
sults than the simpler T transformation in this case. 

Example 14: 8 = 1- 2+ 3 - 4 + 5- 6+ 7- 8+ .... 

This falls into the category covered by theorem 
17, since 

n + 1 1 
R n= - --=-l-- · 

n n 

Sinceal = - 1>-2 'wehave Tconvergent. We find, 
in fact, 

r 1 2 3 4 5 
T = 3' - 15+35 - 63+99 - . .. , 

whose general term may be written as 

(_1)n-l (_1)n 

4(2n+ 1) 4[2(n- 1)+ 1] 

so that it may be summed by inspection to 1/4. 
Hence we infer that 8 = 1/4. 
The tv transformation, in this case, leads to an 



,4 

even more rapidly c:onH'rgen t series (t erms tending T" = .5772117490 + .0000: 71214-.0000066422 + ... , 
to ] /4n Z): 

which also sums to ] /4. 

wh ere the B t are the Bernoulli numbers: 

1 5 B1 = - B 5= 66 6 

1 
BZ= 30 

691 
B 6= 2730 

1 B _='i 8 3= 42 { 6 

1 B _ 36 17 B 4=-
30 8-510 

etc. This is derived from an asymptotic series and 
represents, by continuation, the Euler constan t 

0 = 0.577 215 6649 . .. 

Pu tting in the numerical values for the B i, we get 

8 = .5+ .08333 33333 - .00833 33333 + .00396 82540-

.0041666667 + .00757 57576-.0210927961 + 

.0833333333 - .4432598039 + . .. , 

with a minimum term of - .00417 so that direct sum
mation up to the minimum term may be in error 
several units in the third decimal. The sum is, in 
fact, 0.57897 at this point and is thus in error nearly 
2 in the 3rd place. If we transform the series, we 
get (omitting the first term as not "smoothly" 
related to the remaining term , see remarks in 
Example 1): 

T = .57575 75758+ .00193 05963-.0007524384+ 

.00055 40257 - .00068 62537 + .00131 33534 -

.00364 48151 + . . . . 

The minimum term is only .00055 and we may thus 
urn to within several units in the fourth place. W e 

may repeat the t ransformation to get: 

1" =.57714 67498 + .00010 80665- .00007 16028+ 

.00007 10273-.00010 28454 + ... , 

with minimum term of only .000071. Repeating 
again , we get: 

and a last repetition gives: 

T"' = .577 21 54337 . 

This is as far as we can go with the number of Lerm 
initially taken . W e may, however, consider the 
first terms of the successive series as an infinite 
sequence tending towards the desired value and 
thus get the equivalen t series: 

U= 0.5 + .07575 75758 + .00138 91740 + 
.0000649992 + .00000 36847+ . . 

to which we may again apply our transformation to 
get: 

U' = .577 17 26992 + .00004 22405 + .00000 07157 + .... 

This may be again transformed to give 

U" = .57721 56678 

which is correct to 3 in the 9th place. If "ve take the 
sequence of sums of the U eries, we get a new series: 

U = .57721 54337 + .00000022 17 +.0000000124 .. .. , 

which, upon transformation, give 

V' = .57721 56685, 

which i as far as we can go wi th the terms tak:en, but 
which is in error by 4 in the 9th place O J" somewhat 
poorer than U". This same type of effect has been 
no ted in applications of the me thod to otber asymp
totic series and is due to the fact that the U series 
are no t convergen t bu t are asymptotic excep t that we 
haven 't carried the calculation far enough to get to 
negative or increasing terms. In using tbe method, 
the direction and order of magnitude of the error 
made at any point is given by the fi.rst term O1n?·tted 
and not by the trend of those included . To show 
the behavior in tbis example more clearly, we may 
use an addItional 4 terms in the ini t ial series. This 
results in the followin g additional terms in the various 
indicated steps: 

Bg = 43867/798; B\O= 174611 /330 ; Bll =854513/138; 

BI2 = 236364091 /2730 

8: -1- 3.0539543303-26.45621 2121 2+ 

281.4601449275-3607.5105463980 

T : + .0139641901 - .0710298859 + .4647849878 -

3.81271 04366 

T': + .00021 10382 - .00059 61288 + .00225 39069 -

.01111 11599 

245 



I . 

Til: + .00000 83l47 - .00001 39705 + .00003 11716-

.00009 13367 

T'll: + .0000004870- .0000005902 + .00000 08889-

.00000 17155 

TIV: .57721 56539 + .0000000313-.0000000513 

TV: .57721 56658 

U: + .00000 02202 + .00000 00119 

U': + .00000 00129-.00000 00014 

The sign of the last term shows that U' is not a con
vergent series of positive terms and it is to be ex
pected that the trend of transformed values would 
show a "break" corresponding to the change in sign. 

We might also try the W transformation on this 
asymptotic series. We get: 

W = .57718 25397 +.00007 71605 - .00008 54277 + . .. 

which has a minimum term of sImilar magnitude to 
the second T transformation. ' 

Example 16: 8 = 1+ 1+ 1+ 1+ 1+ 1+ 1 . ... 
This example illustrates the divergence of the T 

series when R n= 1 for an infinite set of values of n. 
In this case, we get 00 for the first term of T, the re
maining terms being indeterminate if (9) is used. 
However, use of (5) shows all (T) are infinite. If we 
attempt the W transformation in this case, we find 
its terms to be indeterminate . We note that any 
considerations of "analytic continuation" should give 
8 = lim l /( l -x)-'7oo. 

x->1- 0 

This example illustrates theorem 16 since we 
have all R n> 1 but R n-'71 in this case. The T series 
is found to be 

T=- 1- 2 - 3- 4 - 5- 6- . . . , 

which diverges, being precisely the negative of 8. 
This shows a departure from what might be expected 
heuristically since 1+ 2x+ 3x2+ 4il + ... = 1/ (1 - x)2 
is positive for x> 1 as well as for x< 1. The W 
transformation gives even more unexpected results 
since it leads to W = O in closed form, being the 
average between the 8 and T series. 

This example also illustrates that, for divergent 
series, we do not have the equivalent of theorems 
11 or 12, at least for R = 1 in that one could hardly 
expect a "smoother" series than given here. . 

4 . Comparison With Known Methods 

Obviously, where use may be made of special 
properties, better results may be obtained than by 
working with a given series either directly or by 

~----------- - ~ - - -

apph~aLlOn of any general numerical summing 
technIque. For example, log 2 need not be obtained 
from the series given in example 1 since knowledge 
of the properties of the logarithm permits the 
development of series better adapted to computing 
purposes. Similarly, the series used for the Euler 
Constant in example 14 would never be used for 
evaluation of the constant since far more convenient 
series are available. It is chiefly when a series is 
given whose properties are not fully known to the 
computer that general summing methods are of 
value. Even in such a case, examination of the 
terms may indicate a special, convenient method for 
summing the particular series. The transformation 
discussed in this paper is not to be considered as a 
substitute for such methods. For this reason no 
comparison with the method of "summation' by 
parts" . which involves knowledge of the general 
expreSSIOn for the n'th term and a judicious splitting 
of such expressions into factors or with the method of 
Borel, .which involves recognition of integrating 
properties of a function by examination of a series 
rel?resenting. it or. with the method of inserting a 
SUItable vanable factor (usually successive powers 
of a variable) into each term of a series to obtain a 
function of known properties which can be evaluated 
under a condition corresponding to unity for each 
factor, will be attempted. 

Of other summing methods, we will limit ourselves 
to the following in our comparison. In the discussion, 
we treat these methods as transformations of series 
although they are usually expressed as transforma
tions of sequences. In most cases, moreover we 
assu~e the original series to be prefixed by a' zero 
term m order to get more analogous transformation. 

4.1. The Euler Transformation 
'" This consists in replacing the series 8 = ~ an by 
o 

the series 

where 

n(n - l )(n - 2) + ] 
3! a3 . . . + na n - l+ an • 

The transformation is of particular value when the 
a i are such as to cause en to vanish for n > k since 
in this case, the E series terminates permitting com~ 
plete summing. This special case occurs when 
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a ,,= (- l )n P en) whcre p en) is a polynominal in n . 
I t is to be noted that, in this case , S is divergent 
with R n .-? - l and an analytic fun ction of l in. It is 
further to b e noted tha t this transformation does not 
improve convergence when S is a convergent series 
of terms of the same sign but actually leads to a new 
series of slower convergen ce than the original. 

4.2. The Holder Transformation 

This is usually expressed as a group of transforma
tio ns of various "ranks. " However , transformation 
of rank T can be considered as T repetitions of trans
forma t ions of first rank and we therefore r es trict 
o urselves to the simplest case. The transformation 
then changes the series 

00 00 

S = L: a n in to the series l-I = L: hn where 
o 0 

h n = (n + l ;(n+ 2) [aO + 2al+ 3a2+ .. . + 
na n_l +(n + l )a l1J. 

This Lransformation cannot lead Lo a termina ting 
series if the original series is infiniLe. Like the Euler 
transformation, this transformation leads to a more 
lowly convergent series if S is a convergen t series 

a 11 of w]lOse terms arc of like sign . 

4.3. The Cesaro Transformation 

This is also usually stated as a group of transfor
mations of various "ranks" of complexity. The first 
rank is identical with the H older transformation. 
We shall take the third rank as indi cative of what 
may be achieved with the more complex forms. The 
Cesaro transformation of third rank changes the 

00 00 

cries S = L: an into the series C= L: ell where 
o 0 

3 
c ,,= (n + 1) (n + 2)(n+ 3)(n+ 4) [(n + 2)(n + l )ao+ 

(n + l )n . 2a l + n(n - 1)· 3a2+ . . . + 3· 2na'n_ l + 

2(n + l )a nJ. 

T il is t nmsforInation also cannot lead to a terminat
ing series if the origlnal series is nonterminating. It 
also leads to a more slowly convergent series if S is 
convergent witll all terms of sam e sign. 

4.4. The Riesz Transformation 

This transformation also has various " ranks" of 
complexity. The first rank is idenLical wi th the 
Holder transformation . W e shall take the third rank 
as indicative of the more complex forms. The R eisz 
transformation of third rank change Lhe s ri es 

S = ± an into the series p = ~p,,, where 
o ~ 

This transformation , like th e preceding, leads Lo a 
more slowly convergenL series if S is convergent with 
all terms of the sam e sign . .\foreover, P canno t 
terminate if S does no t do so. 

4.5. The de la Vallee Poussin Transformation 

'" This cons ists in replacing the serie S = L: ([II by 
o 

'" 
the series L = L:ln where 

() 

n 2 .n! 
. .. + (n + 3)(n + 4) . . . (2n 1) a ,,-l + 

(n + 1)2.n! ] 
(n + 3)(n + 4) ... (2n + 2) an . 

Like most of the other transformations, this trans
forma tion leads to a more slowl.\- convergent serie 
if S is convergent with all terms of like sign. 
L terminates only wh en an is of the form : 

an=(- l ) [AI + n(n + 2)A 2+(n - 1)n(n+ 2)(n + 3)A 3+ 
(n + m )!A ", ] 

. . . + (n - m + l )!(n + 1) 

where the A i are constants and m is finit e. 
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4.6 . The "Ratio" Tra nsformation 
a> 

This consists in replacing the senes S = 2: an by 
o 

a> 

the series Z = 2: Zn where 
o 

ZlI= l c:...nR for lI< k 

This transformation leads to a more rapidly con
vergent (more slowly divergent) series wherever 

a n+k----?R~ 1 as n ----? <Xl. We shall take k as the 
an 

small est in teger for which this is true. This transfor-

Example 1: 

S = 1- 1/2 + 1/3- 1/4 + 1/5 - 1/6+ 

mation leads to a term inating senes when an+k= R 
an 

for n sufficiently large. 
It is again pointed out that the transformations 

in this paper differ from all of the above in not being 
linear. Moreover, except for the "Ratio" trans
formation, all of the above have terms dependent 
upon an increasing number of terms of the initial 
series, while the transformations considered in this 
paper depend upon only 3 or 4 terms of the original. 
This tends to make computation easier than for 
most of the other transformations but makes results 
more sensitive to " irregularities". However, results 
become essentially independent of which term in the 
original series is considered as the first. 

It may be of interest to consider the various 
methods applied to the examples previously dis4 
cussed, although this does not necessarily giye a 
comparison of general validi ty. 

( _ 1)n+1 
+ n + .. "' 

... , 

( _ 1)n+1 
+2n(n+ l)+ 

... , 

1 
+2n(2n - 1)+0+ .. "' 

Examination indicates tha t TV converges more rap
idly than anyofthe others for the first portion of the 
series while E is fastest for later portions, with Wand 
T next and the remainder all of lower order of 
rapidity. The crossover point between E and T in 
size of terms is at 8 terms. However , all terms in E 
are of the same sign while T has terms alternating in 
sign so that the crossover for error in summing is 
further out at 10 terms. Corresponding crossover 
values for E and liTT are 13 terms and 15 terms. Z is 
superior in convergence to the remaining 4 because its 

1 
+2n(2n - 1)+ ... , 

3 [l-(- 1)nJ 
+2(n+ 1)(n+ 3) 1+ 2n(n + 2) + ... , 

terms alternate in sign although of the same order of 
magnitude. It is further worth not ing that El, 0 and 
P are irregular b etween even and odd terms. This 
same type of irregularity occurs in L if no zero is pre
fixed to S prior to transforming it. Under the same 
conditions, the irregularity in H does not take the 
simple form of vanishing of even terms. The labor 
of computation is (no t using the general form for the 
terms) least for Z, somewhat higher for T, higher still 
for Hand W, with 0 and P worst in this respect. 
R epetition of any transformation leads to a series of 
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poorer convergence excep t in Lhe case of T, 1r, and Z , 
which improve.convergence again to a similar degree 
as the first application. For this example, therefore, 
there appear to be no favorable features in use of the 
H , L ,O, or P transformation, Eis best if the general 
form is rl'cognized and no repetition is required , T 
is probably best otherwise, although the higher ra
pidity of convergence of W may justify its greater 
labor of compu ta tion. 

Example 2: 

1 7 13 5 7 23 
T = '6-15 - 140 - 63 - 198-715 -

n - 3 n - 1 
2n(4n - 3)(4n- l ) (2n - l )(16n2 - 1) 

... , 

1 11 1 13 1 83 
W =-S-48 - 12 - 240 - 30- 3360 -

1 8n2+ 4n - l 
2n(2n - 1) 8n(n + l )(4n2- 1) 

1 1 5 25 19 47 
E = 4'-- - 32 - 192 - 192 - 640 -, , 

113111 3 Z =------ - - - - - - -
4 4 24 12 60 '" 4n(2n - 3) 

1 
4n(2n - l ) 

... , 

1 1 1 5 1 7 
H =4'-4' - 16 - 48 - 24 - 120 - " " 

1 1 19 107 155 6991 
L =4'- 12 - 240 - 1680 - 3024 - IG6320 - , , . , 

1 1 3 73 67 187 
G=- - 40 _. 80 - 1680 - 1680 - 5040 - .. , , 

l ' 7 49 701 877 8167 
P = 16 + 144 - 2304 - 19200 - 21600 - 211680 -, .. 

Example 4: 

The general terms for E, H, L, 0 , and R are no t of 

simple form but, for large n, the~ tend to-:2'-
log n 'Vi.; 3 log n 3 log n . --, - --_ , - -- and - --, respective] '". 

n 2 2n-./n n 2 n 2 J 

The irregularity thus makes all the methods poorer , 
terms being of higher order of magnitude than in 
example 1, except for Z which, however , has term 
of constant sign in this case instead of alternating 
sign . None of the transformations has improved the 
rapidity of convergence and the last 4 have made it 
poorer, Repetition of any transformation leads to 
poorer res ults. 

Example 3: 

1 1 1 
8 = 1+ 0- - + 0 + 0+- +0 + 0+ 0- - + 

248 

1 1 1 
W = 1+ 0- - + 0+ 0+ - + 0 + 0+ 0- - + 

2 4 

Z not applicable, 

1 1 7 1 1 1 
L = 2 +'6+120+56+840 - 176+ . , , , 

1 3 3 11 3 5 
0 = 4'+20+ 40+280+140 +336 - . .. , 

... , 

1 37 407 211 391 3107 
P = S+ 216+3456 +3200 + 10800+148176 + .. , , 

T and W obviously are identical to tbe original. 
The others are of doubtful assistance. Such a serie 
should, of course, be handled by omitting the zero 
terms. 

'. 10 4 6 1 3 1 (_ 1)n+l 3( _ 1)n+l 
11 = 7+7'-7'-7'+14+28-"'+ 7.2 2n 4 7 .22n-3 + .. ,' 

1 3 7 13 17 3 1 (5 )n12 , (7[' 1) 
E = 2+S+3 2+128+5 12+2048-'" + -./2 16 Sill 4'+n arctan '2 +,.,' 
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Z = - + - = - J 

555 

The general terms for the latter series are some
what compli cated but, for n sufficiently large, they 

28 68 84 84 
tend to 25n2' 125n2' 25n2' and 25n2 for H , L, 0 , 

and P, respectively. The last four series are there
fore definitely unsatisfactory for summing since they 

Example 5: 

have larger terms than the original series and have 
all terms of the same sign as well. E has terms of 
peculiar variation with somewhat slower overall con
vergence than the original. T and TiV are similar to 
the original in most respects. Z is best, of course, 
in giving a closed form sum, and is the only one of 
the group that is any improvement over th e original. 

1 1 1 1 1 1 (-1)" ( _1)n 
8 =2"-8- 24+ 64 +160- 364- . 0 0 +2n. 22"+ (2n+1). 22n+1+ 0 0, 

, 2 7 17 31 49 71 (- I t(8n2-l) (-1)n-1(8n2+8n+1) 
1 =5- 80 + 528 + 2112 - '8 160 - 26112 + 0 0 0 +n(n+ 1)(6n- 1). 22n+1 + (n+ 1)(2n+ 1)(6n+ 5) 0 2211+1+ 0 • 0 J 

. 1 9 113 533 409 547 331 (- 1)n-l(16n3 - 8n+ 1) 
W = 6+ 52+ 624 - 3200+ 9600-12096 - 96768+ + n(2n-l)(2n-5)(7n-1). 22n 1+ 

( - 1)n(48n3 + 40n2- 4n - 3) 
n(2n+ 1)(2n- 5)(7n+ 6) 0 22n+ 0 0 0 J 

1 3 5 1 29 137 
E =4+ 32 + 192 + 1024 - 5120- 24576 - 0 0 

1 [( 5 )"/2 - . (7r 1) 1 ] . +- - ~2 sm - +n arctan - -n + 
n 16 4 2 2 

. .. , 

2 1 1 1 1 1 ~ ( - 1)" ( _ 1)n 
Z =5- 10+ 15 - 80 - 300 + 960+ . 0 0, + 5n(n + 1). 22n+1- 5(2n+ 1)(2n+ 3) . 22"+ 0 0 0 J 

1 1 1 3 7 13 
H = 4+24 + 96+320+ 960+2688+ 0 0 OJ 

1 1 11 9 197 899 
L =4+ 16 + 480 + 896 + 40320 + 354816 + 0 0, 

1 1 17 51 143 127 
0=8+1(;+ 480 + 2240 + 8960 + 10752' 

1 35 ' 707 407 3673 36023 
P = 16+ 432+ 13824+ 12800+ 17200+ 2370816 + 

The last four series have terms tending towards 
1233 . 

.5n2' 25n2' 5n2' and 5n2 respectrvrly. Z is the only 

transformation leading to a faster converging series. 
T and W lead to series of similar order of convergence 
as the originial while th e remainder are of slower 
convergence. 
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Example 6: 

Z n ot applieable. 

The remauung transformations all lead to series 
converging more slowly than the original since S 
has terms all of the same sign . T is no t usable 
direc tly since i ts convergence is similar to tha t of 

Example 7: 

8n2- 4n-3 
. +2n(2n - 1)(4n - 3)(4n + 1)+ ' 

. , 

. . , 

S but, as indicated in a previous sect ion, it can be 
combined with S to obtain a more convergent series, 
if i ts trend is known. TV obviously converges more 
rapidly than S . 

+ (- l)n(8n2- 1) + (_ l) n(8n2+ n + 1) 
. 2n(4n + 1) (2n+ 1)(4n + 1 ) 

. . , 

] 1 1 1 1 1 (_ l)n+l (_ l)n 
Z = 2+4"+'3 + - - 15 - 24 + ... + 4n(n + 1)+(2n+ 1)(2n + 3)+ ' 

.. , 

1 11 11 1 1 1 
1-1= 2+'3+ 12 + 0 + 30 +21+' . ' +2(2n + 1)(4n + 1) + (2n + 1)(4n + 3)+ 4(n + 1)(4n+ 3) + 0 + · . . , 

1 1 2 3 2 ] 
L = 2+4"+15+ 40 + 45 + 36 + . . , 

1 1 2 3 17 1 3 3 [ ( _ l)n ] 
0 = 4"+5+ 15+35+280+21 + . . ' + (4n 2 - 1)+ 4n(n + 1) 1 + 4n2- 1 + . . . , 

1 41 71 47 433 4325 
P = g+216 + 432+ 400 +5400 + 74088+' . . , 

T he L and P series have terms of the order of 1/n2 

for large n. For this series, therefore, E gives the 
most rapid convergence, although with terms of 
peculiar variation, while T diverges. Z is more 
l'3,pidly convergent than S. All remaining methods 
give terms of similar order of convergence to that of 
the original series. Z is thus preferable to all those 
listed for ease of summing and is, in addition, mu ch 
simpler to evalua, te . 

Examples 8 and 9. These wer e inser ted for theo
retical in terest to show that the T and W transform
a tions were not rela ted in the sense tha t the field 
of application of either included that of the other . 
In neither example is the Z transforma tion applica
ble and, in both examples, all the other transform
a tions considered lead to series of slower conver
gence since terms are all of th e sam e sign. 
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Example 10: 

8 = 1- 1 + 1 - 1+ 1-1 + 1 - 1 +. 

T=! 
2 

1111111 
H = 2-6+6-1O+1O-14+14- . 

1 1 
2(2n+ 1) + 2(2n+ 1) + . 

L=! 
2 

1 1 1 3 3 1 
0='4+ 20 + 20 + 140 + 140 + 84 + ... + 

3 3 
4(4n2 - 1)+ 4(4n2-1)+' .. 

1 29 23 79 23 153 
P = 8+216+ 432+2000+1000+8232+ ' .. + 

12n2+ 14n+ 3 12n2+ 10n+ 1 
8n(2 + 1)3 +8(n+ 1)(2n+ 1)3+·· .. 

For this example, T, W, E, Z, and L all lead to 
series terminating with a single term. H , 0, and P 
lead to convergent series. Although the terms in 
H are of higher order of magnitude, they are of alter-

nating sign and trivial to sum. Since 2n~ I -

I 2 ° . d'l ' d 2n+ 3 = (2n + 1)(2n+ 3): IS rea 1 y summe to a 

total of ~. Also, we have 

12n2+ 14n+ 3 12n2+ 10n+ 1 
8n(2n + 1)3 + 8(n+ 1)(2n+ 1)3 

3 
8n(n+ 1) 

3 (1 1) 
8 n n + 1 

so that P is readily summed to ~+i=~' We thus 

see that all methods are consistent with each other 
in this example but that H , 0, and P are most 
difficult to apply and evaluate. 

Example 11: 

8 = 1-2 + 4-8+ 16 + 32 + . .. + (_ 2 )n + . 

1 T=- , 
3 

1 
W = '3' 

. 111111 
E = - - - + - - - + - - - + 

2 4 8 16 32 64 

1 Z =-, 
3 

1 1 3 23 19 45 H = - - - + - - - + - - - + ... , 
2 2 4 20 20 14 

1 1 1 1 1 1 L = - - - + - - - - - - - - ... , 
2 6 60 140 630 693 

1 1 1 1 31 1 
0='4-20+10-14+280-8+ .. " 

1 7 7 301 73 827 
P = 8+ 72 + 576 + 8000 - 9000 + 24696 - . .. , 

For this case, T, lV, and Z lead to terminating series 
while E and L lead to convergent series (terms for 

9(- 1)n~ 
the latter tend to 2.8n~) wIth H , 0, and P 

noL of sufficien t power to lead to series that converge. 
Furthermore, if a similar series of larger modulus 
were taken, sa.y 

8' = 1- 6+ 36 - 216 + 1296 - 7776 + ... + 
(- 6)n+ .. . , 

we would have E and L diverge as well with 

E,=!_~+25 _ 125+625 _ 3125+ + 
2 4 8 16 32 64 ... 

(- 1)n (~)n 
2 2 + ... 

and 

... , 

. 3( - 1)n 7T'n (25)" with terms tendll1g to 2 24' How-

ever, in this case, E and L could be repeated to obtain 
equivalent, convergent series. It; is easy to sum E as 
given smce it is a geometric series. It is found to 
agree with the single term values obtained for T, W, 
and Z . It can be shown that L also slims to %. 
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Example 12: 

T =- 1, 

W =- 1, 

Z = -l. 

All othor transformatiofls lead to properly divergent 
series. Thus T, lV, and Z arc the only methods that 
assign meaning to this type of properly divergent 
series. They agree in valu E' assigned. 

&tample 13: 

=')+~+17+65+257+ 1025+ +22n+ 1+ 
~ 2 4 8 16 32 . . . 2 n ••• , 

T=- +45+306+2340+18504+ + 
7 217 3937 64897 . . 

9·2 n - 1(2 2n+ 1) 
(2 2" 1_ 1)(2 2n+1_ 1)+ . . . , 

1r = 92 _ 4131 + 396822 + 46546812 + 
11 319 105821 46521101 ... + 

27 ·2n-2(22n-2+ 1)(2 2"-1 + 1)(22n + 1) 
(24n 4_ 7.2 2n 2+ 1)(24n -7.22"+ 1)+. ., 

As for the preceding exampl e, alJ other transform a
tions lead to properly divergent series . Z is eas ily 
summed to g ive -2 + 3=+ 1 in agreem ent wi th the 
sum of t he T or W series. Z is, of course, simpler 
to apply and sum than is T and eith er is s impler 
than W. 

E xample 14: 

8 = 1 - 2 + 3 - 4 5 - 6 + .. . -(- 1)nn + . .. , 

n 1 2 3 4 5 (- 1)"n 
1 = 3"- 1:5+35 - 63+99 -· .. - 4n2- 1 + ... , 

. 2 6 12 20 3 0 
n =7- 119+527 - 1519+3479-· 

(-1)nn(n+ 1) 
(2112 - 1 )(2112+ 411 + 1) 

. . , 

E=!-!:.=! 
244 

Z=!:.-!:.+!:.-!+!-!+, . 2 2 2 2 2 2 .. , 

1 1 1 1 1 1 L=-- - ---- - - - 0 0 • - ---- - • • • , 

2 6 30 70 126 2(4n2-1) 

1 1 1 3 3 1 
0="4- 20+20-140+140 - 84+ . 

3 3 
4(4n2- 1) + 4(4n2- 1) 

. 0, 

1 7 1 17 7 
P = g+ 72 -288+800-1800 +' .. + 

2n2+ 4n + 1 2n2- 1 
8n2(2n + 1)2 8(n+ 1)2(2n + 1)2 + . 

Now we h ave the identities: 

n 1 1 
4n2- 1 4(211 - 1)+ 4(2n+ 1) 

n(n+ 1) 1 1 

(2n2- 1)(2n2+ 4n+ 1) 4(211,2- 1)+4(211,2+ 411, + 1) 

1 1 1 
2( 411,2- 1) 4(2n - 1) 4(211, + 1) 

2n2+ 4n + 1 2n2- 1 
8n2(2n + 1)2 8(n+ 1)2(211 + 1)2 

2n+ 1 1 1 
= n2(n + 1)2= 8n2- 8(n+ 1)2 

Hence we m ay readily sum all of the convergent 

series above, obtaining i in all cases. Also, from 

example 10, th e Z and H series may be summed by 
repeti tion 01' otherwi e to this same sum. All the 
given m ethod s are Lh erefore consistent for this 
example. E is best since it termin ates. T is not 
quite as good as lV,O, or P in r ate of convergence. 

Example 15: 

1 
12 . 

(- l)nBn 
2n + ... , 

Z = not applicable, 
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L _ 13 1 19 83 6759 lS17fi 
- 24 + SO + 3150 + 23520 + 2910600 + 110990SS + 

In applying all transformations, the first term in S 
was omitted during transformation and then added 
to the fu'st term of the r esul t since it is not smoothly 
related to the following terms. T erms far out in 

. (- 1)"7r2 B n 
each sen es tend to have values - 4 · ,+ 

n 
3( - 1)n7r4B n (- 1)nB " (- l t B n "r;( - 1)" B n 

n 7 ' 2n ·2 '" 2n2 ' - Sn·2 2n 

3(- 1)nB" l _(- l )"B " f . T H' E H L C n 4 an e 2n4 01 , , , , , , 

. and P respectively. H ence all the series diverge. 
Howrver , these values are not approximated during 
the early portions of the series which are the most 

important for summing. In these early por tions, 
given above, W appears best , while T is convenien t 
because it is easier to compute than most of th e 
others. All the transformations can be repeated 
on the later portions of the series to obtain, with 
suitable manipulation, any desired accuracy of 
evaluation. However, only T and lV have earli er 
t~rms fitting smoothly with later terms as concerns 
slgn. 
Examples 16 and 17,' These were included in earlier 
discussion to show the behavior of the T and W 
transformations when R= l. The Z transformation 
is not applicable in either case, while all the other 
transformations considered lead to properly divergent 
series since S is of that character. 

The au thor is greatly indebted to Alexander M. 
Ostrowski , Ot to Szasz, and Franz L. Alt for pointing 
out several errors in th e first draft of this paper. 
H e is particularly ind ebted to Olga Taussky, who 
carefully r eviewed parts of the final manuscrip t an d 
·whose suggestions led to material improvem en t of 
t he paper. Ida Rhodes also contribu ted substa ntially 
by checking th e numerical work . 

W ASHINGTON, N ovember 2, 1950. 

254 


	jresv48n3p_228
	jresv48n3p_229
	jresv48n3p_230
	jresv48n3p_231
	jresv48n3p_232
	jresv48n3p_233
	jresv48n3p_234
	jresv48n3p_235
	jresv48n3p_236
	jresv48n3p_237
	jresv48n3p_238
	jresv48n3p_239
	jresv48n3p_240
	jresv48n3p_241
	jresv48n3p_242
	jresv48n3p_243
	jresv48n3p_244
	jresv48n3p_245
	jresv48n3p_246
	jresv48n3p_247
	jresv48n3p_248
	jresv48n3p_249
	jresv48n3p_250
	jresv48n3p_251
	jresv48n3p_252
	jresv48n3p_253
	jresv48n3p_254

