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AGENDA 
 

 
Monday, October 10, 2005 
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• 9:00 - 5:00 PM: Plug-fest, moderator: Dirk Mohl, Hirschmann Automation and Control 

      Plug-fest activities (Open only to those directly involved in  
      plug-fest testing)  

• 1:00 - 2:00 PM: Tutorial Registration  
• 2:00 - 5:20 PM: IEEE 1588 Tutorial, Tutorial Ouline-2005 Conference 
• 2:00 - 3:30 PM: IEEE 1588 Basics: John C. Eidson, Agilent Technologies 
• 3:30 - 3:50 PM: Break  
• 3:50 - 4:20 PM: Telecommunications Applications: Silvana Rodrigues, Zarlink 

      Semiconductor 
• 4:20 - 4:50 PM: Industrial and Motion Control Applications: Anatoly Moldovansky,  
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• 7:30 - 8:15AM: Registration. 
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o Opening comments and welcome, Hans Weibel, Zurich University of Applied 
Sciences 

o Welcome from the University, Werner Inderbitzin, President of the Zurich 
University of Applied Sciences  

 
Session 1: 
(25 minute papers) Implementation Topics-1  
  Moderator: Dave Tonks, Semtech 
• 8:40-9:05 AM:  Servo Design Considerations for Software-only Implementations of  

  the Precision Time Protocol:  Nick Barendt, Kendall Correll, VXI  
   Technology, Inc., Michael Branicky, Case Western Reserve University. 

• 9:05-9:30 AM: Investigation of IEEE 1588 on Gigabit Ethernet, Priority Tagged  
  Frames and Ethernet Daisy Chain:  Sivaram Balasubramanian,  
   Anatoly Moldovansky and Ken Harris, Rockwell Automation 

• 9:30-9:55 AM: Determination of the IEEE 1588 Relevant Timing Behaviour of  
   100Base-TX PHYs:  Christoph Thurnheer, J. Blattner, M. Rupf,  
   and H. Weibel, Zurich University of Applied Sciences  

• 9:55-10:20 AM:  Update on High Precision Time Synchronization: 
   Dieter Vook, Bruce Hamilton, Andrew Fernandez, Jeff Burch, and Vamsi  
   Srikantam, Agilent Technologies  

• 10:20-10:45 A: Break  
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• 11:25-11:45 AM: Chip-Design Building Blocks for Precision Clock Synchronization in  
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• 1:25-1:50 PM:  IEEE 1588 in Test and Measurement Applications as Specified in LXI  

  Standard v1.0:  Bob Rennard, Agilent Technologies. 
• 1:50-2:15 PM:  Application of IEEE 1588 in Substation Automation:  Lars Andersson,  
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  Products 

• 2:15-2:40 PM:  In Search of the Key to the Lock: Clock Synchronization Issues and  
  Requirements in Semiconductor Manufacturing:  Ya-Shian Li,  
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• 2:40-3:05 PM:  An IEEE-1588 Grand Master Clock:  Doug Arnold, Paul Skoog,  
  Symmetricom 

 
Session 4:  
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• 3:05-3:15 PM:  Report on IEEE 1588 Standards Activity:  John C. Eidson, Agilent  

  Technologies  
• 3:15-3:25 PM:  Plug-fest  Introduction:  Dirk Mohl, Hirschmann Automation  

   and Control  
• 3:25-5:30 PM:  Combined plug-fest/demo viewing and afternoon break 
• 7:30 PM:   Conference Dinner 
 
   Wednesday, October 12, 2005 
 
• 7:30-8:15 AM: Registration. 
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EXECUTIVE SUMMARY 
 
The IEEE 1588 standard defines a protocol to synchronize real-time clocks in the nodes of a distributed system that 
communicate using a network.  The 3rd IEEE 1588 conference was hosted by the Zurich University of Applied 
Sciences in Winterthur, Switzerland on October 10-12, 2005.  The objective of the conference is to provide a forum 
for reporting on technical and standards issues, product development, and implementation experiences using the 
IEEE 1588 standards. The key findings of the conference are that various industry sectors view IEEE 1588 as an 
important emerging standard for precision clock synchronization and some sectors of industry such as residential 
Ethernet, telecommunications, and test and measurement have shown a need for higher precision in clock 
synchronization than specified in the current version of the IEEE 1588-2002 standard. The recommendation is to 
advance the standard to meet the most stringent industry requirements. 
 
The Institute of Electrical and Electronics Engineers (IEEE), the Instrumentation and Measurement Society, and the 
National Institute of Standards and Technology are technical cosponsors of the conference. Werner Inderbitzin, 
President of the Zurich University of Applied Sciences, opened the conference with a warm welcome to the 
university and to Zurich. More than 80 international attendees, coming from diverse application areas such as 
instrumentation and measurement, industrial automation, aerospace, power generation, semiconductor 
manufacturing, and telecommunications participated in the conference.  
 
The three-day event began with a well attended tutorial on the IEEE 1588 standard and its applications in various 
sectors of industry.  A key event of this conference was a plug-fest. At the plug-fest, the interoperability of IEEE 
1588-based components and devices was demonstrated by thirteen participating organizations, up from seven last 
year. The plug-fest was organized and chaired by Dirk Mohl of Hirschmann Automation and Control. Participating 
organizations included Agilent Technologies, Hirschmann Automation and Control GmbH, IXXAT Automation 
GmbH, KUKA Controls GmbH, Meinberg Funkuhren, National Instruments, Resolute Networks Inc., Rockwell 
Automation, Semtech, Symmetricom Inc., Westermo OnTime AS, VXI Technology, and the Zurich University of 
Applied Sciences. In addition to testing basic synchronization, this year's plug-fest tested the operation of the best 
master clock algorithm and the application of management messages. The tests demonstrated the interoperability of 
the implementations and synchronization to levels of 40 ns for implementations with hardware assist. 
 
During the general session, the conference participants viewed the interoperability demonstration of  
plug-fest devices which included three grandmaster clock devices linked to the global positioning system (GPS). 
Boundary clocks and several end devices were exhibited. In addition to the devices that were part of the plug-fest, 
several other devices were demonstrated including an IEEE 1588 implementation on a gigabit Ethernet, an end-to-
end transparent clock prototype, and a motion control system based on IEEE 1588. 
 
The technical sessions covered diverse subjects such as primary timing reference sources for IEEE 1588 systems, 
nanosecond-level clock synchronization, network simulation environment for clock synchronization, physical chip 
issues, security, synchronizing legacy networks, synchronization approach for resident Ethernet, and implementation 
on a gigabit Ethernet. Furthermore, there were a number of application papers covering the areas of industrial 
automation, military, test and measurement, power generation, and telecommunications.  
 
Based on the presentations, plug-fest interaction, and discussions at the conference, the IEEE 1588 standard is very 
well-received by various sectors of industry. As indicated by the plug-fest participants, IEEE 1588-based products 
are now available and more are in the development phase.  These products can be used as components for 
applications requiring precision clock synchronization.  
 
This report contains presentation slides and papers contributed by participants of the conference.  The slides will 
also be posted on the IEEE 1588 website at http://ieee1588.nist.gov.  
 
Conference Co-chairs 
John C. Eidson, Agilent Technologies 
Kang Lee, National Institute of Standards and Technology 
Hans Weibel, Zurich University of Applied Sciences 
 
Plug-fest Chair 
Dirk Mohl, Hirschmann Automation and Control 
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John Eidson
October 10, 2005
john_eidson@agilent.com

IEEE-1588 Standard for a Precision Clock 
Synchronization Protocol for Networked 

Measurement and Control Systems
-A Tutorial-

© Copyright 2005 Agilent Technologies, Inc

Tutorial on IEEE 1588 
October 10, 2005

Page 2

Outline

1. General overview of the technology and applications

2. Guide to the standard- a detailed analysis of the 
major clauses

3. IEEE 1588 interoperability/conformance topics

4. Implementation topics

5. Applications
• Industrial automation- Anatoly Moldovansky, Rockwell; 

Ludwig Winkel, Siemens

• Telecommunications- Silvana Rodrigues, Zarlink 

• Test & Measurement- John Eidson, Agilent
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Tutorial on IEEE 1588 
October 10, 2005
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General Overview of the Technology

a. Purpose

b. Status and activities surrounding IEEE 1588

c. Comparison to other protocols

Tutorial on IEEE 1588 
October 10, 2005

Page 4

The Purpose of IEEE 1588
IEEE 1588 is a protocol designed to synchronize real-
time clocks in the nodes of a distributed system that 
communicate using a network.

 
 
 

NETWORK 
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Tutorial on IEEE 1588 
October 10, 2005
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The Status of IEEE 1588

•Approved by the IEEE-SA Review Committee on 
September 12, 2002

•Published as IEEE 1588-2002 on November 8, 2002

•Available from the IEEE  http://standards.ieee.org

•Approved as IEC standard IEC 61588 on May 21, 2004

•Products and installations started appearing in late 2003

•Conferences on IEEE 1588 held in 2003, 2004, 2005

•P1588 committee in process of extending the standard-
target completion in late 2006

•Current information may be found at 
http://ieee1588.nist.gov

Tutorial on IEEE 1588 
October 10, 2005

Page 6

ModerateModerateModerate 
computation 
footprint

Moderate 
network and 
computation 
footprint

Small network 
message and 
computation 
footprint

Resources

Master/SlaveDistributedClient/serverPeer 
ensemble

Master/slaveStyle

Sub-
microsecond

Sub-
microsecond

Sub-
microsecond

Few 
milliseconds

Sub-
microsecond

Target 
accuracy

BusBus or starSatelliteInternetNetworkCommuni
-cations

Local busLocal busWide areaWide areaA few subnetsSpatial 
extent

SERCOSTTPGPSNTPIEEE-1588

Comparison to Other Protocols
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Every 
TDMA 
cycle, ~ms

Yes

Configured

No

No

SERCOS

Every 
TDMA 
cycle, ~ms

~1 secondVaries, 
nominally 
seconds

~2 secondsUpdate interval

YesRF 
receiver 
and 
processor

NoFor highest 
accuracy

Hardware?

ConfiguredN/AConfiguredSelf 
organizing

Administration

NoNoYesNo (V2 may 
include 
security)

Protocol 
specifies 
security 

ConfiguredYesYesYesLatency 
correction

TTPGPSNTPIEEE 1588

Comparison to Other Protocols (continued)

Tutorial on IEEE 1588 
October 10, 2005

Page 8

Comparison to Other Protocols (summary)

IEEE 1588: Target is groups of relatively stable 
components, locally networked (a few subnets), 
cooperating on a set of well defined tasks.

NTP: (Network Time Protocol, RFC 1305). Target is 
autonomous systems widely dispersed on the Internet.

GPS: (Satellite based Global Positioning System of the US 
Department of Defense): Target is autonomous, widely 
dispersed  systems.

TTP(www.ttpforum.org), SERCOS (IEC 61491): Target is 
tightly integrated, usually bus or specialized TDMA 
network based closed systems. 
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Tutorial on IEEE 1588 
October 10, 2005
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Guide to the Standard-
(A detailed analysis of the major clauses of version 1)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

Tutorial on IEEE 1588 
October 10, 2005

Page 10

Objectives of IEEE 1588

• Sub-microsecond synchronization of real-time clocks in 
components of a networked distributed measurement and 
control system*

• Intended for relatively localized systems typical of 
industrial automation and test and measurement 
environments. *

• Applicable to local area networks supporting multicast 
communications (including but not limited to Ethernet)

*indicates objectives that may be extended in version 2
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Tutorial on IEEE 1588 
October 10, 2005
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•Simple, administration free installation

•Support heterogeneous systems of clocks with varying 
precision, resolution and stability

•Minimal resource requirements on networks and host 
components.

Objectives of IEEE 1588 (continued)

Tutorial on IEEE 1588 
October 10, 2005

Page 12

The IEEE 1588 Standard Defines:
•Descriptors characterizing a clock

•The states of a clock and the allowed state 
transitions

•IEEE 1588 network messages, fields, and 
semantics

•Datasets maintained by each clock

•Actions and timing for all IEEE 1588 network 
and internal events
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Tutorial on IEEE 1588 
October 10, 2005
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•Critical physical specifications

•A suite of messages for monitoring the system 

•Specifications for an Ethernet based 
implementation

•Conformance requirements

•Implementation suggestions

Tutorial on IEEE 1588 
October 10, 2005

Page 14

Overview of the IEEE 1588 Standard

Conformance9
Message Specifications8
Protocol7
Protocol Overview6

BibliographyEDatatypes5

Ethernet UDP/IP 
Implementation

DNotation Convention4
Subdomain MapsCDefinitions3
Time ScalesBStandards References2
User InformationAScope1
PurposeAnnexPurposeClause
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WARNING

The IEEE has rather strict rules on interpreting IEEE 
Standards. No individual or organization can issue 
official interpretations or provide definitive answers to 
questions of interpretation. This must be done by an 
IEEE authorized committee. Even this committee cannot 
extend, correct, or change the standard- this must be 
done by ballot.

However-We can learn from and share our collective 
experience. 

Tutorial on IEEE 1588 
October 10, 2005
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Clause 6: PTP Clock Synchronization Model

MESSAGE TYPES
Sync
Delay_Req
Follow_Up
Delay_Resp
Management

CLOCK PROPERTIES
UUID
Stratum
Identifier
State
Variance ….

NETWORK COMMUNICATION FORMS: 
Ethernet (UDP/IP), DeviceNet, L2 Ethernet, 802.11b, … 

QUESTION: How do we take a collection of clocks, 
message types, clock properties, networks, etc. and produce 
a consistent time base in all the participating clocks?
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D

Tutorial on IEEE 1588 
October 10, 2005
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Clause 6: IEEE 1588 Synchronization Basics

Grandmaster Clock 
This clock 
determines the time 
base for the system 

Slave to the 
Grandmaster Clock 
and Master to its 
Slave 

Slave to its Master 

Step 1: Organize the clocks into a master-slave hierarchy
(based on observing  the clock property information 
contained in multicast Sync messages)

Step 2: Each slave synchronizes to its master (based on 
Sync, Delay_Req, Follow_Up, and Delay_Resp messages 
exchanged between master and its slave)
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Clause 6: Synchronization Basics (continued)
Master Clock Time Slave Clock Time

Data at
Slave Clock

Follow_Up message
containing value of t1

Delay_Resp message
containing value of t4

t1

t2

Sync message

Delay_Req message

t2

t1, t2

t3

t4

t1, t2, t3

t1, t2, t3, t4

t2m

t3m

time

Tutorial on IEEE 1588 
October 10, 2005
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To synchronize a pair of clocks, First:

• Send a message, (Sync message), from master to slave and 
measure the apparent time difference between the two clocks.    
MS_difference = slave’s receipt time – master’s sending time

= t2 –t1

• MS_difference = offset + MS delay (by inspection) 

• For example:                                                    
MS_difference = slave’s receipt time – master’s sending time        
90 minutes = 11:30 – 10:00 

Clause 6: Synchronization Basics (continued)

 

Master Clock: 
10:00AM 

Slave Clock: 
11:00AM 

Offset = 1 hour 

Sending time: 
10:00AM 

Receipt time: 
11:30AM 

Send message with Propagation 
Time = 30 minutes 

M S 

t1 

t2 
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Second:

• Send a message, (Delay_Req message), from slave to master and 
measure the apparent time difference between the two clocks.    
SM_difference = master’s receipt time – slave’s sending time

= t4 –t3

SM_difference = – offset + SM delay (by inspection) 

• For example: 
SM_difference = master’s receipt time – slave’s sending time
– 20 minutes = 11:10 – 11:30

Clause 6: Synchronization Basics (continued)

 

Master Clock: 
10:30AM 

Slave Clock: 
11:30AM 

Offset = 1 hour 

Receipt time: 
11:10AM 

Sending time: 
11:30AM 

Send message with Propagation 
Time = 40 minutes 

M S 

t4 

t3 

Tutorial on IEEE 1588 
October 10, 2005

Page 22

The result is that we have the following two equations:

MS_difference = offset + MS delay    

SM_difference = – offset + SM delay

With two measured quantities:

MS_difference = 90 minutes

SM_difference = – 20 minutes

And three unknowns:

offset , MS delay, and SM delay

Clause 6: Synchronization Basics (continued)
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Rearranging the two equations:
MS_difference = offset + MS delay    
SM_difference = – offset + SM delay
We get:
offset = {(MS_difference – SM_difference) – (MS delay – SM 
delay )}/2
MS delay + SM delay = {MS_difference + SM_difference} 
ASSUME: MS delay = SM delay = one_way_delay
Then:
offset = {MS_difference – SM_difference}/2
one_way_delay = {MS_difference + SM_difference}/2 

Clause 6: Synchronization Basics (continued)
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offset = {MS_difference – SM_difference}/2

one_way_delay = {MS_difference + SM_difference}/2 

In our example using the two measured quantities:

MS_difference = 90 minutes

SM_difference =  – 20 minutes

We get:

offset = {90 – (– 20)}/2 = 55 minutes (not actual 60)

one_way_delay = {90 + (– 20 )}/2 = 35 minutes (not 30 or 40)

Clause 6: Synchronization Basics (continued)
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IEEE-1588 Code

Network protocol 
stack & OS

Physical layer

Sync detector 
& timestamp 

generator

Master clock sends:

1. Sync message

2. Follow_up message

Synchronization Details (clauses 6 & 7)

Timestamp 
Point

Time at which a Sync message 
passed the Timestamp Point (t1)
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IEEE-1588 Code

Network protocol 
stack & OS

Physical layer

Sync detector 
& timestamp 

generator

Slave clock receives:

1. Sync message

2. Follow_up message

Synchronization Details (continued)

Timestamp Point

Time at which a Sync message 
passed the Timestamp Point (t2)
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Sync messages:
• Issued by clocks in the ‘Master’ state

• Contain clock characterization information

• Contain an estimate of the sending time (~t1)

• When received by a slave clock the receipt time is 
noted

• Can be distinguished from other legal messages on 
the network

• For best accuracy these messages can be easily 
identified and detected at or near the physical layer 
and the precise sending (or receipt) time recorded

Synchronization Details (continued) 
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Follow_Up messages:
• Issued by clocks in the ‘Master’ state

• Always associated with the preceding Sync message

• Contain the ‘precise sending time= (t1)’ as measured as 
close as possible to the physical layer of the network

• When received by a slave clock the ‘precise sending 
time’ is used in computations rather than the estimated 
sending time contained in the Sync message

Synchronization Details (continued) 
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IEEE-1588 Code

Network protocol 
stack & OS

Physical layer

Sync detector 
& timestamp 

generator

Slave clock sends:

• Delay_Req message

Synchronization Details (continued) 

Timestamp Point

Time at which a Delay_Req 
message passed the Timestamp 
Point (t3)
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IEEE-1588 Code

Network protocol 
stack & OS

Physical layer

Sync detector 
& timestamp 

generator

Master clock receives:

• Delay_Req message

Master clock sends:

• Delay_Resp message

Synchronization Details (continued) 

Timestamp Point

Time at which a Delay_Req 
message passed the Timestamp 
Point (t4)
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Delay_Req messages:
• Issued by clocks in the ‘Slave’ state

• The slave measures and records the sending time (t3)

• When received by the master clock the receipt time 
is noted (t4)

• Can be distinguished from other legal messages on 
the network

• For best accuracy these messages can be easily 
identified and detected at or near the physical layer 
and the precise sending (or receipt) time recorded
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Delay_Resp messages:
• Issued by clocks in the ‘Master’ state

• Always associated with a preceding Delay_Req 
message from a specific slave clock

• Contain the receipt time of the associated Delay_Req 
message (t4)

• When received by a slave clock the receipt time is 
noted and used in conjunction with the sending time of 
the associated Delay_Req message as part of the 
latency calculation
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Synchronization computation (in the Slave clock):

offset = receipt time – precise sending time – one way delay  
(for a Sync message)

one way delay = {master to slave delay + slave to master 
delay}/2  (assumes symmetric delay)

master to slave delay = receipt time – precise sending time 
(for a Sync message)

slave to master delay = Delay_Req receipt time -precise 
sending time (of a Delay_Req message)

From this offset the slave corrects its local clock!

Synchronization Details (continued)
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From This Offset the Slave Corrects its Local Clock!

BUT: The standard says nothing about how to do this. 

(more later)
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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Selecting a Master Clock-Single Subnet

Repeater 
or 

Switch

Repeater 
or 

Switch

Typical slave clock

Master clock

Self-configuring based on clock characteristics and 
network topology
• Based on information contained in ‘Sync’ messages

• All clocks run an identical ‘Best Master Clock’ algorithm 
(clause 7.6)

= IEEE 1588 code & hardware
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Selecting a Master Clock-Simplified (clause 7.6.1)
•A clock at startup listens for a time 
SYNC_RECEIPT_TIMEOUT

•A master clock (clock in the PTP_MASTER state) issues 
periodic Sync messages (period is called the sync_interval)

•A master clock may receive Sync messages from other clocks 
(who for the moment think they are master) which it calls 
‘foreign masters’

•Each master clock uses the Best Master Clock algorithm to 
determine whether it should remain master or yield to a foreign 
master.

•Each non-master clock uses the Best Master Clock algorithm to 
determine whether it should become a master.
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IEEE 1588 Multiple Subnet Topology

Repeater 
or 

Switch

GPS

Repeater 
or 

Switch

Repeater 
or 

Switch

Repeater 
or 

Switch

Grand Master Clock

Typical Slave Clock

Only Slave Port of 
Boundary Clock

Typical Master Port of 
Boundary Clock

= IEEE1588 code & hardware

Boundary
clock

Router 
or 

Switch

Internal IEEE 1588 clocks 
synchronized to each other
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Multiple Subnet Synchronization & Master Clock 
Selection (more details)

• Boundary clocks do NOT pass Sync, Follow_Up, Delay_Req, 
or Delay_Resp messages. Boundary clocks thus segment the 
network as far as IEEE 1588 synchronization is concerned.

• Within a subnet a port of a boundary clock acts just like an 
ordinary clock with respect to synchronization and best master 
clock algorithm

• The boundary clock internally selects the port that sees the 
‘best clock’ as the single slave port. This port is a slave in the 
selected subnet. All other ports of the boundary clock 
internally synchronize to this slave port.
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•Boundary clocks define a parent-child hierarchy of 
master-slave clocks.

•The best clock in the system is the Grand Master clock.

•If there are cyclic paths in the network topology the best 
master clock algorithm reduces the logical topology to an 
acyclic graph. 
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Best Master Clock Algorithm-overview (clause 7.6)
1. A master clock ‘A’ can receive Sync messages from other 

potential master clocks- ‘B’, ‘C’,…
2. Clock ‘A’ decides:

a. Which of the clocks ‘B’, ‘C’ ,… is the ‘best’ clock
b. Whether clock ‘A’ is better than the best of ‘B’, ‘C’ ,… 

3. Using the Best Master Clock algorithm, BMC, it does this by 
pair wise comparisons of the data sets describing each of the 
clocks.

4. Based on the results of this comparison the BMC returns a 
recommended clock state: in simple situations either master
or slave.

5. All clocks operate on the same information and therefore 
arrive at consistent results.

6. Data for these comparisons logically is maintained by each 
clock in one of several data sets.

Tutorial on IEEE 1588 
October 10, 2005

Page 42

Datasets Maintained by Each Clock (clause 7.4)
The following are PER CLOCK data sets:
•Default data set: Properties of the local clock that determine 
its behavior and performance when it is the grandmaster 
clock
•Global time properties data set: Time base properties
•Current data set: Current synchronization and topological 
operational properties

The following are PER CLOCK PORT data sets:
•Parent data set: Properties of the parent and grandmaster
•Port configuration data set: Clock port properties
•Foreign master data set: Identification of Sync messages 
from potential master clocks-part of a qualification scheme to 
reduce thrashing
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“It does this by pair wise comparisons of the data sets…”
•On a subnet an ordinary clock sees itself and others on 
the same subnet: default and foreign master data sets: 
e.g. ‘A’ sees B,C,D, and BC port 1

•A boundary clock sees itself and all clocks on its several 
subnets: default and the foreign master set for each port: 
e.g. BC sees all ordinary clocks, A,…L, plus itself.

  
 

1 
BC 

(compare A, BC, J) 
 

2 
 
 
 
3 

A B C D

D E F G

H J K L

best = A 

best = BC-2 

best = J 
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IEEE 1588 Characterization of Clocks (clause 6)

The following are the principal items used by the 
BMC.

• Based on primary source of time, e.g. GPS, local 
oscillator…

• Accuracy

• Variance

• Preferred set membership

• Type: Boundary clock (spans subnets) or ordinary clock

• UUID
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Best Master Clock Algorithm-details clause 7.6
The BMC algorithm consist of two sub algorithms:
1. State decision algorithm: using the results of comparisons 

of all pairs of relevant data sets this produces a 
recommended state.

2. Data set comparison algorithm: a binary relation using 
specific information from the data sets of the two clock 
ports being compared:

a. Select the clock that derives its time from the better 
grandmaster

b. If the grandmasters are equivalent choose the ‘closest’ 
grandmaster

c. If the above fail to indicate a choice use tie-breaking 
(UUID)
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Data Set Comparison Algorithm (clause 7.6.4)
Standard has a big flow chart (figures 17, 18, 19 & 20) and a 
table (20) defining this algorithm. The net effect is to define a 
hierarchy of choices of which the first one satisfied determines
which of the two data sets represents the ‘better’ clock (port).
The hierarchy is:

1.Preferred: (designates a set from which GM is selected)

2.Stratum: (clause 6.2.4.3- primary or secondary standard)

3.Identifier: (6.2.4.5- accuracy of clock’s time base)

4.Variance: (6.2.4.8- stability and noise of clock)

5.‘Closest’: minimum spanning tree algorithm (key to 
understanding mechanism is Table 21)

6.UUID (tiebreaker)
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State Decision Algorithm (clause 7.6.3 & figure 16)

The result of this algorithm is:

•A ‘recommended state’: drives the state machine of 7.3

•Update specification for data sets

A CAREFUL study of figure 16 reveals all. For example:
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State Decision Algorithm (clause 7.6.3 & figure 16)
 

State Decision 
port R on clock C0 

D0 is stratum 
1 or 2 

D0 better or better by 
path length than Erbest

PTP_PASSIVE 
(Erbest) 

PTP_MASTER 
(D0) 

YES 

YES NO 

M1 P1 

D0 is default set on clock C0

Recommend State

Source of data set update 
information

Code for table 17
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The Result of the State Decision Algorithm:
 C-1

M 

S 
M        BC-1       M

M 

M 
S        BC-2       M

M 

M 
S        BC-4       M

M 

P 
S        BC-5       M

M 

C-5 
S 

C-4 
S 

C-9 
S 

C-3 
S 

C-8 
S 

C-6 
S 

C-12
S 

C-2 
S 

M 
M        BC-3     M

M 

C-10 
S 

C-11
S 

C-7 
S 
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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State Machine (clause 7.3)
There are 9 states defined in IEEE 1588:

1. PTP_INITIALIZING: Initialization- data sets, hardware

2. PTP_FAULTY: fault state

3. PTP_DISABLED: allows removal of a clock

4. PTP_LISTENING: orderly addition of clocks to net

5. PTP_PRE_MASTER: transitions in complex topologies

6. PTP_MASTER: clock is source of time to its slaves

7. PTP_PASSIVE: used to segment network

8. PTP_UNCALIBRATED: transition state to slave

9. PTP_SLAVE: synchronizing to it’s master
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State Machine Events (clause 7.5)
There are several events that MAY lead to a state change:
1. Initialization
2. Receipt of any message
3. STATE_CHANGE_EVENT: clause 7.5.8 (at least once/sync 

interval !)
4. Transmission of a message
5. SYNC_RECEIPT_TIMEOUT_EXPIRES
6. Sync interval timeout expires
7. QUALIFICATION_TIMEOUT_EXPIRES
8. BMC completes
9. Detection of an internal fault
10. Synchronization changes in a local clock
11. Events related to an external timing signal

2005 Conference on IEEE 1588, October 10, 2005 34



Tutorial on IEEE 1588 
October 10, 2005

Page 53

State Machine (simplified, clause 7.3, fig 9)
POWERUP

PTP_LISTENING or
PTP_UNCALIBRATED or

PTP_SLAVE or
PTP_PRE_MASTER or

PTP_MASTER or
PTP_PASSIVE

PTP_LISTENING

PTP_MASTER

PTP_LISTENING or
PTP_UNCALIBRATED or

PTP_SLAVE or
PTP_PASSIVE

PTP_INITIALIZING

PTP_PASSIVERecommended State = PTP_MASTER

STATE_CHANGE_EVENT
BEST_MASTER_CLOCK

PTP_SLAVE

PTP_UNCALIBRATED

MASTER_CLOCK_SELECTED
Recommended State = PTP_SLAVE &&

NEW_MASTER = OLD_MASTER

Recommended State = PTP_PASSIVE

PTP_LISTENING or
PTP_UNCALIBRATED or
PTP_PRE_MASTER or

PTP_MASTER or
PTP_PASSIVE

Recommended State = PTP_SLAVE

PTP_FAULTY
FAULT_DETECTED

FAULT_DETECTED

SYNC_RECEIPT_TIMEOUT_EXPIRES

SYNCHRONIZATION_FAULT

ANY STATE

INITIALIZE

PTP_PRE_MASTER

QUALIFICATION_TIMEOUT_EXPIRES

PTP_DISABLED

DESIGNATED_DISABLED
DESIGNATED_DISABLED

DESIGNATED_ENABLED

Recommended State = PTP_SLAVE &&
NEW_MASTER != OLD_MASTER

FAULT_CLEARED
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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Timing Considerations (clause 7.11)
•IEEE 1588 timing is centered around the sync interval

•Clause 7.11 specifies the rates at which events and messages 
must be processed by the local clock

•The most complex specification deals with how often slave 
clocks issue Delay_Req messages:

• Randomized to reduce network and master clock 
processing loads

• Randomization is first over multiple sync intervals and 
second within the selected interval.
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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Management Messages (clause 7.12 & 6.2.2.1)
•Management messages provide external visibility to the 
several data sets maintained within each clock

•Management messages provide a mechanism to modify 
certain parameters within these data sets, e.g. 
sync_interval, subdomain_name

•Management messages provide a mechanism to drive 
certain state changes. For example initialization, 
disabling, setting the time in the grand master, … can be 
forced using a management message.
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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IEEE 1588 Time Scales (Annex B)

• The time base in an IEEE 1588 system is the time 
base of the Grandmaster Clock. The epoch and 
rate is determined by the grandmaster.

• All other clocks synchronize (perhaps via 
boundary clocks) to the grand master.

• The Grandmaster Clock time base is 
implementation and application dependent. 

• If the Grandmaster Clock maintains a UTC time 
base, the IEEE 1588 protocol distributes leap 
second information to the slaves if it is available.
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IEEE 1588 Time Scales (Annex B): EPOCH

No (leap second 
discontinuity)

Yes (offset TAI)Yes (offset TAI)YesLinear Time 
Base

136 years

(~2036)

1024 weeks

(~2019)

~9x106 years~9x106 yearsRollover 
Frequency

Duration & 
Relative 
Events

Civil 
Calendar 

Events

Epoch

Time Base

Hard

leap seconds

EasyEasyEasy

EasyHard

leap seconds

Hard

leap seconds

Hard

leap seconds

0:00:00

1 January 1900

0:00:00

6 January 1980

0:00:00 

1 January 1970

User Defined

NTP

UTC

GPS

UTC

IEEE 1588

UTC

IEEE 1588 
User Defined
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Guide to the Standard-
(A detailed analysis of the major clauses)

a. Overview and goals of the standard

b. Synchronization messages and methodology

c. Selection of master clocks 

d. State machine and events

e. Timing considerations

f. Management messages

g. Time scales

h. Annex D
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ANNEX D: IEEE 1588 on UDP/IP 
ETHERNET 
1. Defines the message time stamp point: The start of 

the first bit of the octet following the start of frame 
delimiter

2. Defines relevant fields in Ethernet header

3. Defines the mapping of clause 8 messages onto 
Ethernet frame user space

4. Defines IEEE 1588 uuid_field when using Ethernet: 
Based on Ethernet MAC address
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ANNEX D: IEEE 1588 on UDP/IP ETHERNET 
(continued)

5. Defines IEEE 1588 addressing when using UDP/IP on 
Ethernet

320Ptp-generalGeneralPort

319Ptp-eventEventPort

ValueIANA NamePort category

224.0.1.130PTP-alternate1AlternatePTPdomain1

224.0.1.131PTP-alternate2AlternatePTPdomain2

224.0.1.132PTP-alternate3AlternatePTPdomain3

224.0.1.129PTP-primaryDefaultPTPdomain

ValueIANA NameAddress name
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AND!
Everything covered so far exists within a scope. 

The scope is defined by the value of the 
subdomain_name parameter of the default data set. 
(clauses 6.2.5 & 7.4.2)

All activity such as messages, time base, state machines, 
etc. in one subdomain is completely independent of 
similar activity in another subdomain, even on the same 
network medium.

2005 Conference on IEEE 1588, October 10, 2005 40



Tutorial on IEEE 1588 
October 10, 2005

Page 65

IEEE 1588 Interoperability/Conformance Topics
1. Interoperability and conformance are NOT the same 

thing!
2. Clause 9 defines three levels of clock conformance and a 

minimal set of system conformance requirements.
3. Individual clock conformance:

a. Fully conformant: meets all aspects of IEEE 1588 
standard

b. Slave only: Always defers to Ebest (clause 7.6) as selected 
by BMC algorithm. Never issues Sync, Delay_Resp, or 
Follow_Up messages

c. Management only: Only issues management messages.
4. System: Conformant clocks, One fully conformant clock, 

common system parameters, no non-specified transport 
links
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IEEE 1588 Interoperability/Conformance Topics 
IEEE 1588 network messages represent the critical 

interface to an IEEE 1588 clock port.

Detailed network independent specifications on the 
fields, meanings, data types, etc. for each of the 5 
defined IEEE 1588 messages are given in clause 8. 

Specific mappings of the message specifications onto a 
particular network transport are defined in Annexes 
to the standard. 

Currently the only such mapping is to UDP/IP on 
Ethernet. 
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Implementation Topics 

1. Minimal implementations

2. Accuracy issues

3. Application level support
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Minimal Implementations

IEEE 1588 specifies very few optional features:

• Slave only nodes (conformance clause 9.2.2)

• Follow_Up capable (clause 6.2.4.6). This is tied 
to the issue of hardware assist in time 
stamping Sync and Delay_Req messages.

• External timing signal (clause 7.5.20)

• Burst mode (clause 7.5.5, 7.5.9, 7.5.11)

• Parent statistics (clause 7.4.4.8)
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Minimal Implementations (Follow_Up capable)

1. Clocks generate a time stamp when a Sync 
message is sent or received.

2. Can be done in hardware (e.g. at MII and is the 
most accurate), ISR or kernel level, or at 
application level  (least accurate)

3. Can be communicated:
a. In Sync message: Requires on-the-fly message 

modification

b. In a Follow_Up message: Easy to insert but requires 
IEEE 1588 code to keep track of pairs of messages.
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Accuracy Issues (hardware assist)
1. Hardware assisted generation of time stamps 

is potentially the most accurate.

2. Requires attention to latency (clause 6.2.4.9) 
and message time stamp point (clause 6.2.2.3)

3. In addition to capturing the time stamp 
enough information must be captured to 
enable IEEE 1588 code to associate the time 
stamp with the correct Sync message

4. Must differentiate between IEEE 1588 Sync 
(or Delay_Req) messages and other traffic.
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Accuracy Issues (hardware assist)

 

IEEE 1588 CLOCK 

SOF  
TIME STAMP 

CAPTURE 

PACKET 
RECOGNIZER & 

CAPTURE 

INTERFACE TO IEEE 1588 CODE 

MAC 

PHY 

MII/ 
GMII 

SOF

LAN

PROTOCOL STACK 

 IEEE 1588 CODE  APPLICATION 
CODE 

INBOUND SYNC PACKET 

OUTBOUND SYNC PACKET
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Accuracy Issues (oscillators)
1. IEEE 1588 is all about reducing timing 

fluctuations:
a. In the protocol stacks: hardware assist

b. In network components: boundary clocks

2. The final reduction technique is statistics:
a. Pre-filtering of raw clock offset data

b. Design of the servo in the slaves

3. Clocks must be sufficiently stable to support the 
statistic given sync_interval, fluctuation level, and 
desired accuracy.
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Accuracy Issues (oscillators)
Experience has shown:
• Accuracy ~100 ns level is achievable with 2 second 

updates, inexpensive oscillators, compact topologies with 
lightly loaded switches, and simple PI servos for 
averaging.

• Accuracy <20 ns will require some combination of faster 
sampling, better oscillators, boundary clocks, 
sophisticated statistics and servo algorithms and careful 
control of environment especially temperature.
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Allan Frequency Deviations for Two Oscillators
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Accuracy Issues (asymmetry)
1. Path asymmetry introduces offset errors

2. Whether asymmetry needs to be considered 
depends on the network topology and 
implementation and the desired accuracy

3. The major source of asymmetry in a complex 
network is different path lengths in the master to 
slave and slave to master directions. This can 
result from queuing differences in 
switches/routers or in actual routing differences.

a. Control routing

b. Measure and correct for delay

Tutorial on IEEE 1588 
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Accuracy Issues (asymmetry)
4. Physical media can also be asymmetric

a. CAT5 cable asymmetry is nominally 25-50ns/100m

b. Measure and correct for delay
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Accuracy Issues (clock design)
 

IEEE 1588 CLOCK RATE & OFFSET  
ADJUSTMENT 

OSCILLATOR 

INTERFACE TO IEEE 1588 CODE 

INTERFACE TO OTHER TIME FUNCTIONALITY 

IEEE 1588 CODE: SLAVE CLOCK SERVO 
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Clock Design Issues
1. IEEE 1588 Clock

a. Width: how many bits of seconds, resolution, rollover 
(Y2K)

b. Representation: binary, BCD, sec/ns vs. ns
2. Rate & offset adjustment

a. Rate range: must allow for maximum offset specification 
on oscillators ( +-0.01%)

b. Minimum correction: Consistent with desired accuracy, 
e.g. 1 part in 109

c. Offset correction: Must allow gross error correction on 
transients

3. Interface to IEEE 1588 code
4. Interface to other time functionality
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Clock Design Issues
IEEE 1588 Code: Slave clock servo

1. Servo input is the ‘offset’ computed from time stamps 
of Sync and Delay_Req messages exchanged between 
master and slave

2. Typical implementations of the servo use a PI 
(proportional integral) control strategy

3. Usual issues of servo stability, parameters, wind-up, 
outliers in error input,…
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Clock Design Issues
IEEE 1588 Code: Grandmaster clock

1. The grandmaster clock determines the time base for 
the entire system.

2. The grandmaster clock MAY itself synchronize to a 
source of time EXTERNAL TO THE IEEE 1588 
system:

a. Application time base (within the tolerance of the IEEE 1588 
system)

b. GPS, NTP, or other recognized UTC time base. In all cases 
but especially with NTP a ‘flywheel’ will be needed to average 
out fluctuations of the source to the desired accuracy of the 
IEEE 1588 system.
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Clock Design Issues
IEEE 1588 Code: Grandmaster clock (continued)

Synchronization to an external source can be 
implemented using the clock servo normally used 
when in the slave state by:

1. Generating an error signal representing the offset 
between the IEEE 1588 grandmaster clock and the 
external source. External sources, e.g. GPS, typically 
provide a 1 PPS signal useful for this purpose.

2. Applying the error signal to the grandmaster clock 
servo.
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Accuracy Issues (topology)

Single subnet: no problem

 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 
CLOCK 
~ 200 ns 

IEEE 1588 
CLOCK 
~ 10 us 

IEEE 1588 
CLOCK 
~ 5 ms 

ETHERNET SWITCH 
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Accuracy Issues (topology)
Hierarchy: Be Careful!

 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 
CLOCK 
~ 200 ns 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 BOUNDARY 
CLOCK 
~25 ns 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 BOUNDARY 
CLOCK 
~100 ns 

Tutorial on IEEE 1588 
October 10, 2005

Page 84

Accuracy Issues (topology)
Linear: Be Careful!

1. Cascaded devices accumulate servo error & quantization 
errors

2. Low accuracy intermediate devices dominate error 
budget of chain 

 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 
CLOCK 
~ 200 ns 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 
BOUNDARY 

CLOCK 
~25 ns 

IEEE 1588 
CLOCK 
~ 50 ns 

IEEE 1588 
BOUNDARY 

CLOCK 
~25 ns 

IEEE 1588 
BOUNDARY 

CLOCK 
~25 ns 

IEEE 1588 
BOUNDARY 

CLOCK 
~100 ns 

…
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Application Level Support

How do applications interface to an IEEE 1588 clock?

1.Time stamp events

2.Generate events

3.Generate waveforms

In each case the application signals in one device will 
be correlated in time with those in other devices 
within the synchronization accuracy of the underlying 
IEEE 1588 clocks.
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Application Level Support

How to time stamp events:

 

IEEE 1588 CLOCK 

TIME STAMP LATCH 

INTERFACE TO APPLICATION CODE 

USER EVENT SIGNAL 
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Application Level Support
How to generate events (time-triggers):

 

IEEE 1588 CLOCK 

COMPARATOR >= 

INTERFACE TO APPLICATION CODE 

USER EVENT SIGNAL 

TIME-TRIGGER REGISTER
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Application Level Support

How to generate waveforms:

 

IEEE 1588 CLOCK 

WAVEFORM GENERATOR

INTERFACE TO APPLICATION CODE 

USER WAVEFORM  
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Extensions to IEEE 1588 version 1 in PAR of 
the P1588 Committee
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P1588 PAR Topics
1. Resolution of known errors: A list of these and 

recommended solutions is posted on the IEEE 1588 web 
site. http://ieee1588.nist.gov These are not expected to 
have appreciable impact on existing implementations.

2. Conformance enhancements: 1 PPS or equivalent signal, 
management message or extension fields to make internal 
time stamps visible. 

3. Enhancements for increased resolution and accuracy:
• Extension fields to allow sub-nanosecond time stamps, 

• shorter sync_intervals allowed.

4. Increased system management capability: Additional 
management messages, perhaps SNMP

(items in red may substantially impact version 1 operation or compatibility)
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P1588 PAR Topics (continued)
5. Mapping to DeviceNet: Few if any changes required in 

body of standard

6. Annex D modifications for variable Ethernet headers: 
Likely additions are tagged frames and IPV6. These could 
impact existing packet recognition designs and protocol 
stacks.

7. Prevention of error accumulation in cascaded topologies: 
New clock type (transparent clock), topology and system 
design guidelines. 

8. Rapid network reconfiguration: Path delay measurements 
and correction of timestamps.

9. Ethernet layer 2 mapping 
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P1588 PAR Topics (continued)

10. Optional shorter frame: Must resolve needs of industrial 
and telecommunication applications.

11. Extensions to enable implementation of redundant 
systems: 
• Master clock failure and network failure. 

• Redundant grandmaster clocks, and/or

• Slave selection of grandmaster clocks.

12. Security extensions: authentication of grandmaster,…

13. Extension mechanism: Uniform way of extending
fields/messages.

2005 Conference on IEEE 1588, October 10, 2005 54



Tutorial on IEEE 1588 
October 10, 2005

Page 93

IEEE Procedures to Revise/Update the Standard
1. IEEE sponsor (Kang Lee for TC-9 of I&M Society) 

appoints chair of working group.

2. Solicit membership in working group.

3. Draft and submit PAR (project authorization request) to 
the IEEE

4. PAR approval (March, 2005)

5. Develop revised standard (12-18 months)

6. Submit to IEEE ballot process (~ 3 months)

7. Revise/re-ballot if necessary 

8. Editorial/publish process with IEEE (~ 3 months)
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Application Areas

a. Industrial automation

b. Telecommunications 

c. Test and measurement 
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Industrial Automation
Anatoly Moldovansky- Rockwell

Ludwig Winkel- Siemens
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Telecommunications
Silvana Rodrigues- Zarlink
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Test and Measurement
John Eidson- Agilent
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Test and Measurement
1. Moving from bus (IEEE-488 aka. GPIB) connected instrument 

systems to network connected modular systems. 

2. Synchronization needs vary widely with application

a. Low to sub-nanosecond for most demanding

b. Microseconds to milliseconds for less demanding
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Military Systems

1. Variety of potential applications

a. Depot and test ranges

b. Flight test & qualification

c. Operational systems

2. Requirements very similar to test 
and measurement

Tutorial on IEEE 1588 
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LXI Consortium
•Consortium of test and measurement equipment 
vendors and users

•LXI Specification:
• Mandates the use of IEEE 1588 for LXI Class B 

instrumentation

• Specifications on how to use IEEE 1588 in instruments

• Timestamp data and events

• Time-triggers

• Peer-peer LAN messages containing event timestamps

• LXI paper during this conference.
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Styles of Measurement and Control

a. Message based 

b. Periodic 

c. Time-based
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Styles of Control

Limited by 
synchronization 
accuracy and clock 
resolution

Tied to cycleDependent on 
messaging protocol

Ordering of data 
to/from multiple 
sources

Resolution of the 
clock

Cycle periodLatency and 
minimum inter-
message interval

Update timing 
resolution limited 
by

Accuracy of clock 
synchronization

Fluctuations in 
cycle periodicity

Fluctuations in 
message generation 
timing and delivery 
latency

Timing accuracy 
limited by:

Value and time 
specification

Value and timingValue and timingInformation 
dependent on 
message

Time-basedCyclicMessage-based
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Test and Measurement Application Space
  

Time-stamped Measurements 
(when and where they occur 

irrespective of trigger mechanism) 

 

Time-scheduled Measurements

 
Asynchronous Measurements 

(always measuring and storing in a 
circular buffer for later retrieval) 

 
Asynchronous Control 

(Stimulus-response)  

Reaction time < LAN Latency 

 

Not Feasible Using Time-based Triggers
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Questions?
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AGENDA

Telecommunication Synchronization Background
– Telecom Synchronization
– North America and International Telecommunication Union (ITU-

T) Timing Distribution Hierarchy
– Synchronous and Converged network model

Telecom Applications Examples using 1588
IEEE-1588TM Standard work to address Telecom Applications
– IEEE-1588 Issues for Telecom
– IEEE-1588 Enhancements to support Telecom
– IEEE-1588 Standard work to support Telecom

Summary

IEEE-1588TM is trademark of its respective owner
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Telecommunication 
Synchronization Background
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Telecom Synchronization

Clock quality levels (stratum for North America and Types 
and Options for the International Telecommunication Union -
ITU) are defined by the industry standards organizations to 
maintain clock quality in the network
Time sensitive services need synchronization
Synchronization is important to avoid overflow or underflow 
of slip buffers, bit errors and other adverse effects
– ITU-T Recommendation G.822 provides criteria for controlled slip  

rate
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North America Timing Distribution 
Hierarchy

Stratum 2 Stratum 2

Stratum 3 Stratum 3 Stratum 3

Stratum 3 Stratum 3

Stratum 4 Stratum 4

Stratum 1
Primary Reference Source

Stratum 1: Network Gateway

Stratum 3: Local Offices

Stratum 2: Central Offices

Stratum 4: Customer
Premises
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ITU-T SDH Timing Distribution 
Hierarchy

PRC

G.812
Type I

G.813
Option 1

G.813
Option 1

G.812
Type I

Number of
G.813 option1 

clocks ≤ 20

Number of
G.812 type I 
clocks ≤ 10

G.812
Type I

G.813
Option 1

G.813
Option 1

G.812
Type I

G.813
Option 1

G.813
Option 1

Total number of      
G.813 clocks in a 
synchronization trail  
should not exceed 60.

G.813
Option 1

G.813
Option 1

G.812
Type I

G.813
Option 1

ITU-T Recommendation G.803 
defines the synchronization 
reference chain
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Type I (G.812) MTIE < 1μs0.003Hz0.01 ppm+/- 2.7x10-9

/day
N/DNot Defined

4

Option I  
(G.813)

Option 2 
(G.813)

Type IV 
(G.812)

Type III 
(G.812)

Type II (G.812)

PRC (G.811)

ITU-T
Clock Level

Clock Level

No RequirementNo32 ppmN/A+/- 32 ppm

MTIE < 1μs 1 – 10Hz4.6 ppm+/- 2x10-6

/day
+/- 4.6 ppm

MTIE < 1μs
Objective mask 150ns
Phase slope 885ns/s

0.1Hz20 ppm+/- 4.6x10-6

/day
+/- 20 ppm

MTIE < 1μs 
Phase slope 61us/s

Objective: MTIE < 150n
Phase slope 885ns/s

3Hz
0.1Hz 

(SONET)

4.6 ppm+/- 3.9x10-7

/day
+/- 4.6 ppm

MTIE < 150ns
Phase slope 885ns/s

0.001Hz4.6 ppm+/- 1.2x10-8

/day
+/- 4.6 ppm

MTIE < 150ns0.001Hz0.016 ppm+/- 1x10-10 /day+/- 0.016 ppm

N/AN/AN/AN/A+/- 1x10-11

Phase Transient
(Re-arrangement)

Wander 
Filtering

Pull-in/ 
Hold-in 
range

Holdover 
Stability

Free-run 
Accuracy

4

Not Defined

SMC

3

3E

2

1 (PRS)

North 
America

Stratum Level
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Standard Requirements

ITU-T recommendations, G.823 for E circuits and G.824 for T circuits set 
limits on the magnitude of jitter and wander at network interfaces. The 
wander may not exceed given values anywhere in the network. Thus, a circuit 
emulation link, for example, may consume only part of the wander budget
GSM, WCDMA, and CDMA2000 require 0.05 ppm at air interface
CDMA2000 requires time synchronization at ± 3 μs level (±10 μs worst case) 
WCDMA TDD mode requires 2.5-μs time accuracy between neighboring base 
stations (i.e. ±1.25 μs of UTC)

– These requirements are too difficult to achieve without good transparent clocks or 
boundary clocks in each intermediate node

– Some cellular operators do have control over the transport network so they could 
use IEEE1588 compliant switches for achieving time synchronization
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Synchronous Network Model

Annex A of G.823 lists the most important elements to 
consider when building a synchronization network
a. Specification of individual clocks that are part of the 

synchronization chain. The clock noise specifications are 
defined in ITU-T Recommendations G.811, G.812 and G.813 for
PRCs, SSUs and SECs, respectively

b. Composition of the complete synchronization chain 
– Number of clocks of each type (PRC, SSU, SEC)
– The order they are cascaded
– G.803 defines a synchronization reference chain with 1 

PRC followed by 10 SSUs and 20 SECs. There may be 40 
more SECs between the SSU#1 and SSU#10. 

c. Noise of each individual clock, diurnal wander and phase 
transients need to be considered

d. Architecture of the data connection (i.e. 4 SDH islands on the 
link containing 8 pointer processors inside each island)

PRC

SSU#1

SSU#10

SEC#1

SEC#19

SDH 
Island#1

SDH 
Island#2

SDH 
Island#3

SDH 
Island#4

SDH Island adds wander 
to the output clock

Equipment with 
Slip-buffer 
termination
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Converged Network Model

ITU-T G.pactiming is studying timing and synchronization 
aspects in Packet Networks
a. Specification of individual clocks that are part of the 

synchronization chain needs to be considered
– Algorithms used to recover clocks in packet networks 

filter wander, but also generate wander
b. Noise introduced by Ethernet switches and Routers will add 

wander to the output clock 
c. Night and day low frequency effects due to load of the packet 

network
d. Architecture of the data connection must be considered (i.e. mix

of SDH and CES islands)

PRC

SSU#1

CES Island 
Packet Switch Network

SSU#10

SEC#1

SEC#19

SDH 
Island#1

SDH 
Island#2

CES
Island

SDH 
Island#3 IWFIWF

Equipment with 
Slip-buffer 
termination

Wander budget for CES
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Examples using 1588
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Requirement scenarios
a) Connecting SDH/SONET/PDH 

nodes and networks (circuit 
emulation). 
The connections between 
SDH/SONET/PDH nodes may be 
leased from another carrier (e.g. 
cellular operators usually do not own 
the transport network). Typical 
requirements are to meet ITU-T 
G.823 and G.824.

b) Connecting nodes, which require 
synchronization for other reasons, 
e.g. cellular base stations.
Typical requirements are 0.05ppm of 
frequency accuracy.

c) Connecting offices and nodes of 
Internet service providers (ISPs), 
enterprises, government. The bulk 
of all traffic.

Packet
RNC/BSC

B

Packet Network

Clock

a)

Clock

B
B

B

Ethernet

Legacy 
base 
stations

Ethernet

PDH

Ethernet Ethernet

Packet   
base 
stations

Ethernet

B

b)

SDH/SONET 
PDH

ISPs
DSLAMs
Enterprises
Government

ISPs
Enterprises
Government

Ethernet

c)

SDH/SONET
PDH

CES IWF
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Wireline Service Provider

IEEE-1588 used in CES Application

RNC

Time
Server

T1/E1

T1/E1

Packet 
Network

N x T1/E1

T1/E1

Ethernet

Ethernet
Ethernet

Emulated circuit

Base
Station

1588
Slave
Clock

Base
Station

Base
Station

1588
Slave
Clock

1588
Slave
Clock

1588
Grand
Master

CES 
IWF

CES 
IWF

CES 
IWF

PRS
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IEEE-1588* used in Wireless Networks

* With proper  changes to  the current standard

RNC

Primary 
Time Server

Secondary 
Time ServerPRS

1588
Grand
Master

Packet Based 
RAN

PRS

1588
Grand
Master

Base
Station

Base
Station

1588
Slave
Clock

1588
Slave
Clock

Base
Station

Base
Station

1588
Slave
Clock

1588
Slave
Clock
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1588 Standard Work to Support 
Telecom
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IEEE-1588 Issues for Telecom

IEEE-1588 only allows the values of sync interval to be 1, 2, 8, 
16, and 64 seconds

– It is difficult to maintain performance in a loaded network with
sync packet rate of 1pps and an inexpensive oscillator 

IEEE-1588 relies on a symmetric network
IEEE-1588 does not have provision for redundancy support

– In telecom applications clocks must be always available
IEEE-1588 relies on boundary clocks topology

– Boundary clocks are not available in legacy telecom networks
IEEE-1588 only supports multicast
IEEE-1588  Message Format

– Long PTP messages consuming too much bandwidth
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IEEE-1588 Enhancements to Support 
Telecom

Enhancements for increased resolution and accuracy
– Allow shorter sync_intervals 

Extensions to the standard to enable correction for 
asymmetry 
Extensions to the standard to enable implementation of 
redundant systems – Fault Tolerant Systems
– Deal with master clock failure and network failure

Prevention of errors accumulation in cascaded topologies
– Deal with boundary clock issues for telecom applications

Use of Unicast in addition to Multicast
Short Frame, reduced message format
Support for QoS

[Page 17]

IEEE-1588 Standard Work to Support 
Telecom

Short Frame Format
– There is a consensus to have four short frame messages

Short Sync Message
Short Follow-up Message
Short Delay_Req Message
Short Delay_Resp Message

– The short frame protocol allows shorter sync_intervals
– The short frame protocol supports a mixed of short and long messages
– The current long frame format is still used for the Best Master Clock 

algorithm and also to allow slaves to find the address and status of 
available masters

– The existing Delay Request and Delay Response messages no longer
need to be transmitted

– The short messages give the same timing information as the long 
messages of the existing standard and use the same timestamp format

– The short frame protocol allows the slave to vary the rate at which it 
receives time information according to its needs
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IEEE-1588 Standard Work to Support 
Telecom cont’d

Fault Tolerant 
– There are 3 proposals

Two slave centric proposals and one master centric proposal
– Fault Tolerant Goals

The fault of any single network element can not cause slaves to 
experience a sudden phase change.

A faulty grand master should be detected and replaced rapidly by
another grand master.

Switching from one grand master to another should not result in a 
significant phase step at the slaves

– Fault Tolerant subcommittee is working on a single proposal that
aligns all the 3 proposals

[Page 19]

Summary

The interest on IEEE1588 in the Telecom Industry is growing
Several applications within Telecom can benefit from a 
Precision Clock Synchronization Protocol like IEEE1588
The work in IEEE1588 to support Telecom is progressing
– Short Frame Format is stable
– Fault Tolerant work is on going
– Still several issues that need work

Issues must be resolved in a timely matter
It should be avoided (as much as possible) to add complex 

functionality to the standard
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Acronyms

PRC Primary Reference Clock
PRS Primary Reference Source
SDH Synchronous Digital Hierarchy
SEC SDH Equipment Clock
SSU Synchronization Supply Unit
PDH Plesiochronous Digital Hierarchy
GSM Global System for Communications 
CDMA Code Division Multiple Access
WCDMA Wide-band CDMA
TDD Time Division Duplex
RNC Radio Network Controller (WCDMA)
BSC Base Station Controller (GSM)
DSLAM Digital Subscriber Line Access Multiplexer

Thank you!
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Application of IEEE 1588 
in

Industrial Automation and 
Motion Control Systems

Anatoly Moldovansky
Rockwell Automation
October 10, 2005

…not just network-based 
events!

Using time for control…

A different way to think about,
and solve applications…
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IEEE 1588 Provides Time 
Synchronization Services  

• Synchronization Services
– The industrial market is driving the need for 

synchronization to a common time-base with 
sub-microsecond accuracy, node-to-node.

• IEEE 1588 
– Nanosecond Clock Resolution
– +/- 100 nanosecond, or better, clock 

synchronization between distributed devices

Applications for Time Synchronization 
– Sequence of Events 

Measurements
– Scheduled Outputs
– Synchronized Actuation

Controller

– Time-Stamped Data 
Logging

– Coordination with GPS 
Time

I/O
Device

Distributed
Device

TimestampData

Typical Time Stamped Input

GPS
Receiver
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Controller

GPS
Receiver DataTime

I/O
Device

Distributed
Device

Applications for Time Synchronization 
– Sequence of Events 

Measurements
– Scheduled Outputs
– Synchronized Actuation

– Time-Stamped Data 
Logging

– Coordination with GPS 
Time

Typical Scheduled Output

• Today’s distributed motion control applications are founded in 
mechanical line shafting designs.  A single mechanical line shaft 
drives multiple subsystems using belts, pulleys or gear boxes.  

• Typically, these applications are characterized as phase locked - or 
“lineshaft” applications.  Like a large music box, all mechanical 
elements are timed and phased through mechanical means.

Main
Line Shaft To Sub-System 3

To Sub-System 1

Distributed Motion Control

To Sub-System 2
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Distributed Motion Control

• Mechanical Lineshafts are inflexible
– Single product design
– Long product change-over
– Run-time adjustments for re-phasing were 

non-existent or required expensive differential 
gear-boxes.

– Wear and tear of mechanical components
• Much power was expended on moving 

machinery and not product.

Distributed Motion Control

• Mechanical designs have given way to 
electronic design control schemes

Main
Line Shaft To Sub-System 3

To Sub-System 1

To Sub-System 2
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To Sub-System 3

To Sub-System 1

Distributed Motion Control

• Mechanical Linkages are Removed…Motion Controllers are Added to Each 
Subsystem…

A Communications Network 
is Put in Place…

To Sub-System 2

Axis B

Axis A
Axis C

Distributed Motion Control

Axis B

Axis A
Axis C

• A Communications Network 
• is Put in Place…

And the Result is an Electronic LineShaft!
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Distributed Motion Control

Axis CAxis BAxis A

• And the Result is an Electronic Lineshaft!

Why is Time Synchronization 
Required?

• Each Motion Controller Controls Position over 
Time

Axis B

Axis C

Axis A

Each Axis 
Follows a Digitally 
Generated 
Reference 
Consisting of  
Position and Time

Each Axis 
Follows Position 
for Position During 
Every Portion of a 
Rotation

One Controller 
May Share Its 
Reference Along 
the Network with 
Other Controllers 
to Coordinate 
Position Among 
Distributed 
Controllers 

VELOCITYPOSITION
MOTION PLANNER

VELOCITYPOSITION
MOTION PLANNER

VELOCITYPOSITION
MOTION PLANNER

VELOCITYPOSITION
MOTION PLANNER

VELOCITYPOSITION
MOTION PLANNER

VELOCITYPOSITION
MOTION PLANNER

MOTION CONTROLLER

MOTION CONTROLLER

MOTION CONTROLLER
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CIP Motion™

• There are Two Types of Connections that are Typically 
Used for Distributed Motion Control

Servo Drives

Ethernet
Adapter

Controller

Motion Controller

Ethernet
Adapter

Controller

Motion Controller

Ethernet
Adapter

Controller

Motion Controller

Ethernet
Adapter

Controller

Motion Controller

Ethernet
Adapter

Controller

Motion Controller

Ethernet
Adapter

Controller

Motion Controller

Peer to Peer

CIP Motion™

• There are Two Types of Connections that are Typically 
Used for Distributed Motion Control

Ethernet
Adapter

Controller

Motion Controller Servo Drives

Control to Drive
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CIP Motion Architecture

Ethernet
Switch

CIP
Drive

CIP
Controller

(Consumer)

Motion Axis Connection Drive Axis Connection

EtherNet/IP

CIP
DriveCIP

Drive

MMI I/O

CIP Sync:
IEEE 1588 Time
Synchronization

CIP
Controller

(Consumer)
CIP

Controller

Demo

CIP Motion™ Demo
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Automation and Drives

Communication networks

Applications

PROFINET

Introduction to industrial automation

IEEE 1588 Workshop
Tutorial
Industrial and Motion Control
Applications

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications

Industrial Communications SIMATIC NET Ludwig.Winkel@Siemens.com, 10.10.2005      2
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Network 

Applications

PROFINET

© Siemens AG 2005

Automation hierarchy

Manufacturing
Operations

System

Control
Level

ERP

MES

Control
Factory Automation
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Enterprise Resource
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Distributed Automation – Plant View Modular 
Plant and Machine Construction

Example from the food & beverage industry: 
Wash bottles
Fill bottles
Close bottles
Pack bottles

Data exchange between intelligent devices within the machine

Machine 1

Wash Fill Close

Machine 2

Pack

Machine 3

Horizontal integration along the production line

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications

Industrial Communications SIMATIC NET Ludwig.Winkel@Siemens.com, 10.10.2005      4
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Industrial Ethernet Standard Industrial Ethernet Standard Industrial Ethernet Standard 
The Open The Open The Open 

For AutomationFor AutomationFor Automation

IEC/PAS 62411 and IEC 61784-2IEC/PAS 62411 and IEC 61784IEC/PAS 62411 and IEC 61784--22

Communication network Standards
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Real-Time Communication

PROFINET

Real-Time Ethernet (RTE) with PROFINET

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications
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The user chooses the QoS
„Real-Time Data Transmission“ in the configuration tool

Close

Fill Release

Start

Transmission: Cyclic

StartRelease

The Communication relationships between the devices is 
established over TCP/IP
Subsequently, process data are transmitted cyclically 
between devices via the Real-Time channel 

ACCO ACCOEstablishment of 
Communication Relation

cyclic user data in Real-Time 
RT

Driver
RT

Driver

PROFINET CBA: Real-Time between 
Components
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Demands on Motion Control applications

Wood-, glass-
and ceramic-
processing 
machines

Plastics 
injection 
molding 

machines

Packaging 
machines

Printing 
presses

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications
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Trends

Time stamping from sensor level to HMI

Precise clock synchronization
With bridges (e.g. IE PB) actually 10 ms plant wide
Industrial Ethernet (IE) actually 1 ms plant wide
Both are to enhance

Enhanced diagnosis required with precise time stamping 

A plant wide reliable synchronization source

Robots synchronized using clock synchronization

Clock synchronization protocols: 
NTP in cell level (HMI, EMS, ERP)
PTP (IEEE 1588) in field level (actor/sensor + control)
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Application Requirements

Chronological association of diagnosis and process 
alarms
Time dependent process synchronization

Net diagnosis on switch port with time stamp
log files with time stamp

Security log files (IP-ACL)
Configuration log files
Device log files

Clock synchronization precision plant wide below 1ms
IP-sub-net included

Standby-Clock master
Alerts for clock master failures
Summer/Winter-time adjust independent of 

clock synchronization protocol 

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications

Industrial Communications SIMATIC NET Ludwig.Winkel@Siemens.com, 10.10.2005      10
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Real-Time Communication Classes

PROFINET distinguishes between two real-time classes 
with differences regarding the performance:

Real-Time:
Using standard components
Performance characteristics like fieldlbuses today (e.g. 
PROFIBUS)
Typical application area: Factory Automation

Isochronous Real-Time:
Clock synchronized communication
Hardware support via Switch-ASIC
Typical application area: drive control in Motion Control 
applications
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Motion Control with PROFINET

Advantages at a glance
Isochronous communication for Motion Control 
Applications
Short and deterministic reaction times 
of < 1ms, Jitter < 1µs
Integration of decentralized field devices
TCP/IP for engineering, diagnostics and HMI 
connection

PROFINET

InternetInternet

Automation and Drives

IEEE 1588 
Industrial and Motion 
Control Applications
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Isochronous Real-Time Communication (IRT)

Requirements on Ethernet for Motion Control
Highest performance
Time synchronization inclusive determinism
Openness for unrestricted access to the IT world, 
which means no restrictions for TCP/IP

TCP/IP

Real-Time

100ms 10ms <1ms

Factory Automation Motion Control

Process data

IT-Services

IRT
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PROFINET and IRT

What are the pre-conditions ?

Segmentation of the communication

use of time based communication

Clock-Synchronization

Automation and Drives

IEEE 1588 
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Control Applications
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IRT Scheduling

Cycle 1 Cycle 2 Cycle n

IRT
Channel

open
Channel

IRT
Channel

open
Channel

E.g. 1 ms position control cycle

e.g. TCP/IP data
IRT data

Isochronous  Communication Standard CommunicationSynchro-
nization

Scheduling of communication systems
High accurate cycle synchronization
Separate time areas for real-time and TCP/UDP
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Test and Measurement

1. Moving from bus (IEEE-488 aka. GPIB) connected instrument 

systems to network connected modular systems. 

2. Synchronization needs vary widely with application

a. Low to sub-nanosecond for most demanding

b. Microseconds to milliseconds for less demanding
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Tutorial on IEEE 1588 

October 10, 2005

Military Systems

1. Variety of potential applications

a. Depot and test ranges

b. Flight test & qualification

c. Operational systems

2. Requirements very similar to test 

and measurement

 

LXI Consortium

•Consortium of test and measurement equipment 

vendors and users

•LXI Specification:

• Mandates the use of IEEE 1588 for LXI Class B 

instrumentation

• Specifications on how to use IEEE 1588 in instruments

• Timestamp data and events

• Time-triggers

• Peer-peer LAN messages containing event timestamps

• LXI paper during this conference.
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Styles of Measurement and Control

a. Message based 

b. Periodic 

c. Time-based
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Styles of Control

Limited by 
synchronization 
accuracy and clock 
resolution

Tied to cycleDependent on 
messaging protocol

Ordering of data 

to/from multiple 

sources

Resolution of the 

clock

Cycle periodLatency and 

minimum inter-
message interval

Update timing 

resolution limited 

by

Accuracy of clock 
synchronization

Fluctuations in 
cycle periodicity

Fluctuations in 
message generation 
timing and delivery 

latency

Timing accuracy 

limited by:

Value and time
specification

Value and timingValue and timingInformation 

dependent on 

message

Time-basedCyclicMessage-based

Test and Measurement Application Space

Time-stamped Measurements 
(when and where they occur 

irrespective of trigger mechanism) 

Time-scheduled Measurements

Asynchronous Measurements 
(always measuring and storing in a 

circular buffer for later retrieval) 

Asynchronous Control 
(Stimulus-response)  

Reaction time < LAN Latency 

Not Feasible Using Time-based Triggers
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Abstract – This paper investigates adjusting computer clock 
frequency and time to provide a precise clock for test and 
measurement systems. In particular, it is concerned with the 
precision achievable using IEEE 1588 Precision Time Protocol 
systems without the support of specialized hardware. This paper 
outlines the design of a free IEEE 1588 implementation named 
PTPd. Particular attention is paid to the design of the clock 
servo—the system that steers the clock rate. This paper evaluates 
the implementation by the precision of the time coordination 
between networked test and measurement systems. 
 
I. INTRODUCTION 
 
 The IEEE 1588 Precision Time Protocol (PTP) [1] 
provides a means by which networked computer systems can 
agree on a master clock reference time, and a means by which 
slave clocks can estimate their offset from master clock time. 
PTP implementations typically have a clock servo that uses a 
series of time offset estimates to coordinate the local slave 
clock with the reference master clock time, a process referred 
to as clock discipline. 
 This paper presents our software-only implementation of 
PTP. Precise time coordination with PTP relies on precise 
estimates of the send and receive times (time stamps) of 
messages exchanged between the master and slaves. High 
precision time stamps can be achieved with the support of 
specialized hardware interfaces in the physical layer of the 
network; however, many legacy systems lack such hardware 
interfaces. A PTP implementation that is not supported by 
specialized hardware is referred to as a software-only 
implementation. These implementations must time stamp in 
higher layers of the network, which introduces large degrees 
of non-determinism in the time stamp latencies, known as 
jitter. Achieving precise master-slave time coordination with 
jittery time stamps is the primary obstacle in the design of 
software-only PTP implementations. 
 This paper is organized as follows. Section II is a brief 
introduction to IEEE 1588 (PTP). Section III introduces PTPd, 
our open-source, software-only PTP implementation. Section 
IV provides an overview of clock servo design and the 
specifics of PTPd’s clock servo. Section V presents test results 
of PTPd’s performance in a target application. PTPd achieved 
precision on the order of microseconds. Section VI presents 
conclusions, comments on future work, and a link to PTPd’s 
source code. 
 
II. PTP IN BRIEF 
 
A. Masters and Slaves 

In PTP, master clocks provide the reference time for one 
or more slave clocks through the exchange of messages over a 
network. The protocol determines a unique master among a 
group of clocks using the Best Master Clock algorithm 
(BMC). The BMC selects the most stable and accurate clock. 

 
B. Sync Messages 
 PTP masters send Sync messages. The master records the 
send time of Sync messages (t1), and slaves record the receipt 
time (t2). The difference between the send and receipt times of 

Sync messages is the master-to-slave delay (dm2s): 
 
     dm2s = t1 – t2.     (2.1) 
 
Sync messages are sent once per Sync interval (Tsync) 
(typically 2 s). This makes the master-to-slave delay sampling 
period (Tm2s): 
 
     Tm2s = Tsync = 2 s.    (2.2) 
 
C. Delay Request Messages 
 PTP slaves send Delay Request messages. Slaves record 
the send time of Delay Request messages (t3), and the master 
records the receipt time (t4). The difference between the send 
and receipt times of Delay Request messages is the slave-to-
master delay (ds2m): 
 
     ds2m = t3 – t4.     (2.3) 
 
Delay Request messages are sent on intervals uniformly 
distributed between 2 and 30 Sync intervals. This makes the 
slave-to-master delay sampling period (Ts2m): 
 
     Ts2m = Tsync * U[2,30].   (2.4) 
 
D. One-Way Delay 
 PTP calculates an estimate of the message propagation 
delay. This calculation assumes symmetric propagation 
delays, so that an average of the master-to-slave and slave-to-
master delays cancels the time offset between master and 
slave. This yields the message propagation delay, which the 
specification refers to as the one-way delay (dprop): 
 
     dprop = (dm2s + ds2m)/2.   (2.5) 
 
 Assuming symmetric propagation delays is often, but not 
always, valid. Asymmetric propagation delays cannot be 
observed by the protocol. They will cause a constant bias in 
the one-way delay and, in turn, the overall time coordination. 
The bias will equal half of the magnitude of the delay 
asymmetry. 
 Assuming a constant delay asymmetry, an asymmetric 
delay bias can be eliminated by adding a latency correction to 
the master-to-slave or slave-to-master delay that cancels the 
asymmetry; however, assuming constant delay asymmetry 
also may be invalid. 
 
E. Offset From Master 
 PTP estimates the time difference between master and 
slave clocks. This is the master-to-slave delay corrected for 
message propagation delay, and it is referred to as the offset 
from master (Δt): 
 

Δt = dm2s – dprop.    (2.6) 
 
III. PTPd IN BRIEF 
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A. Background 
 The Precision Time Protocol daemon (PTPd) is a 
software-only PTP implementation. It was developed by two 
engineering students at Case Western Reserve University over 
a period of approximately six months as part of an 
undergraduate senior project. 
 
B. Test and Measurement 
 PTPd is currently developed for Test and Measurement 
(T&M) systems. For T&M devices (e.g., volt meters and 
thermocouple instruments), PTP provides time and frequency 
coordination for the time-stamping of acquired data, and PTP 
provides a common time-base for time-triggered data 
acquisition. 
 The needs of T&M systems significantly influence the 
current design of PTPd’s clock servo. Most notably, the servo 
is optimized for the stable network topology typical of test and 
measurement set-ups. 
 
C. Hardware Constraints 
 PTPd is a software-only system. It lacks two notable 
systems found in hardware-supported implementations. First, 
PTPd uses software time stamps. It records message send and 
receive times in the software layers of the network stack rather 
than in the physical layer of the networking hardware (e.g., 
snooping the MII bus of an Ethernet PHY [2]). Second, PTPd 
uses a software clock. It adjusts the magnitude of the periodic 
increment of a time quantity stored in memory. However, 
PTPd was outfitted with a hardware clock for the tests 
included in this paper. This was done to allow the clock to be 
read with minimal jitter by isolating jitter in clock reads from 
jitter in clock coordination. 
 PTPd is intended for embedded computer platforms that 
have minimal computing resources. This includes platforms 
with sub-100MHz CPUs. The program’s CPU utilization is 
below 1% on a 66 MHz m68k processor, as observed by 
standard resource utilization monitors like the UNIX top 
utility. Also, PTPd does not require a Floating Point Unit 
(FPU), or FPU emulation, because it uses only fixed point 
arithmetic. Efficiency and limitation to fixed-point arithmetic 
are significant considerations in the design of the clock servo. 
 
D. Software Constraints 
 PTPd is currently ported to Linux. Most of the PTPd 
system, including the protocol stack and the clock servo, runs 
as a background user-space process. This allows PTPd to 
“play nicely” in typical multi-task computing environments. 
PTPd relies on simple kernel-space routines for its timely 
components: the frequency adjustable clock and the message 
time stamps. 

PTPd interfaces with the kernel through standard Linux 
system calls. Receive time stamps are recorded in the Network 
Interface Card (NIC) driver, in or close to the receive interrupt 
handler. The receive time stamps are passed to user-space 
though an ioctl(). The receive time stamp mechanism is 
included in vanilla (unmodified) Linux version 2.4 and 2.6 
kernels. A similar send time stamp mechanism is not included 
in vanilla Linux kernels, but kernel send time stamps can be 
added to Linux with only small modifications. The entire 
modification typically amounts to less than ten lines of code. 
PTPd can operate acceptably without kernel send time stamps, 
but it performs better with the lower jitter afforded by kernel 
send time stamps, especially under heavy CPU loads. 
 PTPd uses the Linux kernel’s software clock along with 
the adjtimex() interface for clock tick-rate adjustment. 
Linux’s clock is an implementation of the hybrid kernel 
Phase-Locked Loop/Frequency-Locked Loop (PLL/FLL) 

designed by David Mills for the Network Time Protocol 
(NTP) project [3]. The interface provides many types of clock 
adjustments, including a self-tuning PLL servo; however, 
PTPd uses its own servo loop and relies on only 
adjtimex() frequency adjustment. This combination is 
effective because the user-space servo is efficient and is not 
sensitive to execution latency, and adjtimex() is accurate 
and responsive to rate adjustments. 
 Vanilla Linux is not a real time operating system (RTOS); 
therefore, it guarantees no bounds on interrupt servicing 
latencies. Both message receipts and clock ticks are interrupt 
driven events. Variations in interrupt latencies create jitter in 
the delay estimates that PTPd uses to coordinate clocks. Jitter 
presents the greatest challenge to precise time coordination, 
and it is the most significant consideration in the design of the 
clock servo. 
 
IV. CLOCK SERVO 
 
A. Overview 
 Figure 1 is a diagram of PTPd’s clock servo. The diagram 
from left to right shows the data path from the protocol to the 
clock. The protocol regularly samples the master-to-slave 
delay (cf. Equation (2.2)), and it intermittently samples the 
slave-to-master delay (cf. Equation (2.4)). Correspondingly, 
the offset from master is updated regularly, and the one-way 
delay is updated intermittently. The figure shows the delay 
and Sync interval inputs, the offset and one-way delay 
calculations, the offset and one-way delay filters, and the PI 
controller that mediates the servo output. The output is a 
fractional tick-rate adjustment that disciplines the clock. 
 

 
 

Fig. 1. Clock Servo Diagram 
 
B. Design Parameters 
 Three characteristics were considered during the design 
PTPd’s clock servo. First is the closed-loop response, 
including convergence and stability. The acceptable period of 
initial convergence is on the order of minutes, and the quantity 
tracked by the servo changes slowly. This allows convergence 
to be attained and maintained with conservative controller 
tuning, and conservative tuning largely eliminates stability 
concerns. 
 The second characteristic is time error. This represents the 
time-dependent applications that require two clocks to read the 
same time at any given point in time. An example of this 
requirement would be two systems that must take a 
measurement at precisely the same time. Another example 
would be two systems that must precisely measure the 
coincidence in time of two events. A useful metric of time 
coordination is the root-mean-square (RMS) time difference 
between clocks. 
 The third characteristic is rate error. This represents the 
time-dependent applications that require two clocks to 
progress at the same rate over a given period of time. An 
example of this requirement would be a system that measures 
the frequency content of a signal. It might seem that low rate 
error must follow implicitly from low time error, but this is 
not so. A servo design that minimizes time error may sacrifice 
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rate error, and vice versa. This could occur with an 
aggressively tuned servo that tracks closely but with a lot of 
ringing, and the converse case could occur in a sluggishly 
tuned controller that tracks with a significant offset but is 
noiseless and steady over short intervals. 
 A useful metric of rate error over a given period is the 
modified Allan variance [4, 5] versus summation time (herein 
referred to as variance versus time scale). The relative tick-
rate between clocks typically exhibits three modes of variance: 
a minimum variance at some medium time scale (typically 
nanoseconds to many seconds) with increasing variance for 
small and large time scales. The increasing variance for small 
time scales represents jitter in the physical oscillator driving 
the clock. The increasing variance for large time scales 
represents wander between oscillators caused by changes in 
the tick-rate due to supply voltage or ambient temperature 
changes. Clock discipline typically aims to correct oscillator 
wander and cannot correct oscillator jitter. Ideally, clock 
discipline should not corrupt the naturally low oscillator 
variance on medium time scales. 
 
C. Clock Servo Input 
 The following plots provide a rough picture of the input to 
PTPd’s clock servo. Figure 2 plots PTPd’s offset estimate 
versus master clock time over a roughly one-hour run, and 
Figure 3 plots the relative tick-rate estimate (the first 
derivative of the offset in master clock time) versus master 
clock time. The offset was sampled without PTPd performing 
any clock discipline. PTPd was a slave to a hardware-
supported PTP implementation that achieves sub-microsecond 
precision. PTPd was running on a 66 MHz m68k embedded 
Linux platform, with kernel send and receive time stamps. 

0

0.5

1

1.5

2

0
50

0
10

00
15

00
20

00
25

00
30

00
35

00
40

00

O
ffs

et
, m

s

 

-50

-30

-10

10

30

50

Time, s

R
el

at
iv

e 
Ti

ck
 R

at
e,

 u
s/

s

 
Fig. 2 (top) and Fig. 3 (bottom). Clock Servo Input 

 
The offset signal in Figure 2 is typical of two 

undisciplined clocks. They drift away from each other in a 
nominally linear fashion due to inherent tick-rate differences, 
with some slight curvature due to variations in ambient 
conditions, including temperature [6]. 

Figure 3 reveals the microsecond-order noise in the offset 
signal that is obscured by the large magnitude of the signal in 

Figure 2. Figure 3 shows two modes of noise. One mode is 
persistent, high frequency, lower energy noise. Another mode 
is intermittent, higher energy impulse noise. The noise is not 
an artifact introduced by the protocol or PTPd because the 
same modes of noise are exhibited in offsets sampled with an 
interrupt time stamped master-to-slave pulse-per-second 
(PPS), one of the simplest means of sampling clock offsets. 
The persistent noise is likely due to the nominal level of 
interrupt servicing latency jitter. The impulses may be due to 
interrupt latencies from extremely long periods of time when 
interrupts are disabled, or they could be due to periods of 
delayed execution due to bursty CPU or interrupt loads. Both 
of these sources of jitter are common in a non-RTOS. 

Overall, the noise might appear small because it is orders 
of magnitude smaller than the long term time loss; however, 
the 10-30 μs/s noise is orders of magnitude larger than the 
roughly 0.5 μs/s tick-rate difference that the clock servo must 
extract from the offset signal to discipline the local clock. 
 
D. PI Controller 
 The clock servo inputs the offset from master signal into a 
Proportional-Integral (PI) controller to produce a fractional 
tick-rate adjustment that coordinates the local clock with 
master clock time. The PI controller corrects both the time and 
rate of the local clock. The proportional term tracks and 
corrects the direct input, which is the time difference between 
two clocks. The integral term tracks and corrects steady-state 
error, which is the rate difference between two clocks. 
 The PI controller approach works well in terms of time 
error. The controller will drive the time error to zero in stable 
operation, and there are many analytical tools to optimize PI 
controller tracking. 
 The PI controller approach also works fairly well in terms 
of rate error. The controller tracks just as closely over short 
intervals as it does over long intervals. This characteristic is 
effective for correcting oscillator wander, which pushes the 
Allan variance to zero for long time scales. However, a 
problem with the PI controller approach arises on medium 
time scales. The PI controller attenuates noise in its input, but 
some noise will pass through to its output. This will increase 
the Allan variance for medium time scales. This problem is 
often the motivation for windowed and non-linear clock 
servos [7]. 
 
E. Filters 
 The clock servo uses filtering to mitigate the detrimental 
effect of input jitter on clock coordination. The filtering 
attenuates noise in the clock servo input to keep it out of the 
controller, which keeps jitter out of the clock. 
 What must be filtered out of the input signal is the 
persistent noise and the impulse noise described previously. 
The clock servo uses low-pass filters to attenuate input noise. 
Low-pass filters are reasonably effective in discriminating 
between noise and good input. This is because much of the 
energy in the input signal is close to zero frequency (within 
the pass-band of a low-pass filter), whereas much of the 
energy of the input noise is at higher frequencies (within the 
stop-band of a low-pass filter). 
 Low-pass filtering is a useful but problematic component 
of the clock servo. Typically, noise does have low frequency 
energy that can pass through low-pass filters (e.g. impulses, 
which have an even energy distribution throughout the 
frequency spectrum). Lowering the cutoff of the filter 
attenuates more noise, but lower cutoffs incur greater filtering 
delays. Delays make the controller less responsive to wander, 
which increases the tracking error. 

Another problem is that low-pass filters can be biased by 
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colored noise. This could be caused by asymmetric jitter, and 
would result in a constant offset in the clock coordination. 
Such biases are typically not a problem because, as previously 
described, constant offsets can be zeroed by adding a latency 
correction to the master-to-slave or slave-to-master delay. 
 The clock servo filters both the offset from master and the 
one-way delay. The offset from master filtering is only a 
simple, two-sample average: 
 

y[n] = x[n]/2 + x[n-1]/2.   (4.1) 
 
This is a Finite Impulse Response (FIR) low-pass filter with a 
rather high cutoff near the Nyquist rate, but it has minimal 
delay. This filter effectively attenuates high frequency noise, 
which the controller does not attenuate as effectively. The 
one-sample delay incurred through the filter introduces 
negligible tracking error. 
 The one-way delay filtering is more involved than the 
offset filtering. The one-way delay filter is a variable 
cutoff/phase, first-order Infinite Impulse Response (IIR) filter: 
 
  s*y[n] - (s-1)*y[n-1] = x[n]/2 + x[n-1]/2. (4.2) 
 
Figure 4 shows the one-way delay filter’s frequency response, 
plotted from zero to the Nyquist rate. 
 

 
 

Fig. 4. Frequency Response of Equation (4.2). 
 

For those that are more comfortable with statistical 
analysis than signal processing, the one-way delay filter can 
be viewed as a modified exponential smoothing calculation. 
The standard exponential smoothing form is modified for 
fixed point arithmetic, and a two-sample average is added to 
improve the response characteristics at high frequencies. 

The ’s’ term in Equation (4.2) controls the cutoff and 
phase of the filter, and the term is herein referred to as the 
stiffness. With a stiffness of one, recursion is eliminated, 
leaving only a two-sample average (a low-pass FIR filter). 
Increasing the stiffness lowers the cutoff, but increases the 
delay. 

The clock servo uses this variable cutoff/phase to allow 
the filter to overcome initial filtering delays at start-up. The 
servo begins with a stiffness of one, and then increments the 
stiffness each sample until reaching some maximum stiffness. 
As the stiffness is increased, the filter cutoff is lowered, and 
the one-way delay signal becomes smoother. 

 PTPd’s clock servo filters the one-way delay separately 
from the offset from master. This is for two reasons. The first 
reason is that the one-way delay signal has a lower nominal 
sample rate than the offset signal (cf. Equation (2.1-2.6)). The 
one-way delay signal is therefore interpolated in the combined 
offset from master signal. This interpolation lowers the 
frequency of the one-way delay noise, which pushes more 
noise into the pass-band of the low-pass filters. Filtering the 
one-way delay directly eliminates the interpolation seen by the 
filter. 
 The second reason why the one-way delay is filtered 
separately is due to the one-way delay signal’s having 
different characteristics than the offset signal. The one-way 
delay signal reflects the message propagation delay, and its 
characteristics depend upon the network topology. In the case 
of the typical T&M set-up, the one way delay is nominally 
close to constant. A constant one-way delay signal can be 
filtered through a low-cutoff, high-phase, low-pass filter 
without increasing the tracking error of the clock servo. This is 
because there is no time delay of a constant signal through a 
real filter. 
 Some applications may not offer a stable network 
topology; therefore, the one-way delay signal would not be 
nominally a constant. The current filtering scheme in PTPd’s 
clock servo may not be appropriate for such applications. 
However, the general approach of treating the one-way delay 
separately from the offset from master would remain a useful 
approach. 
 
V. TESTS 
 
A. Test Set-up 
 PTPd is currently being developed for the VXI 
Technology EX1048 precision thermocouple instrument [8]. 
The EX1048 is a 66MHz m68k embedded Linux platform. 
The following tests exhibit PTPd running as a slave connected 
over an Ethernet hub (except where noted) to a hardware-
supported master clock. The EX1048 was coordinated with a 
hardware-supported master clock because it is expected that a 
T&M set-up coordinated with IEEE 1588 will include a 
hardware supported master clock. The master clock for the test 
is an Agilent LXI IEEE-1588 Demonstration Kit. It is a non-
production device made available to the LAN Extensions for 
Instrumentation (LXI) Consortium for IEEE 1588 testing. 
Information on the LXI Consortium is available at [9].  
 The Linux kernel receive time stamps are used, and the 
kernel is modified to add kernel send time stamps. The Linux 
software clock is replaced by a frequency adjustable hardware 
clock implemented in an FPGA. The hardware clock is able to 
latch the time of received pulses with sub-microsecond 
precision, but the time is recorded with only microsecond 
quantization. This is sufficient to test PTPd’s coordination, 
which is on the order of microseconds. Again, the hardware 
clock is used to allow the clock to be read with negligible jitter 
by isolating jitter in the clock from jitter in the observation. 
 The clock coordination is observed by the slave clock 
recording the time of pulses-per-second (PPS) generated by 
the master clock. This yields a 1Hz sampling of the slave 
clock’s time with respect to the master clock. 
 
B. Filtering 

Figure 5 shows time offset between master and slave with 
various levels of filtering in the clock servo. The top run 
shows the results of sending unfiltered input to the PI 
controller. The jitter in the input makes it through to the clock 
and results in a poor time base. The low frequency undulations 
are likely due to the large impulses in the input, and the higher 
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frequency noise on top of the undulations is likely due to the 
persistent noise in the input. 

The middle run uses the fully configured clock servo with 
filters, but with a one-way delay filter stiffness of one 
(equivalent to a two-sample average). The offset from master 
is also filtered by a two-sample simple average. The high 
frequency noise appears slightly smoother, and the 
undulations seem slightly smoother as well. 
 The bottom run has a one-way delay filter stiffness of 26, 
and the coordination is significantly smoother. Most notably, 
the large undulations have been cut down to small intermittent 
excursions. These excursions are likely due to impulse noise 
in the input that is not fully attenuated in the clock servo. 
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Fig. 5. Filtering Test 

 
C. Convergence 
 Figure 6 shows the time offset between master and slave 
during the first ten minutes after PTPd starts-up and performs 
an initial clock reset. Figure 7 shows the next roughly hour-
and-a-half after the initial convergence period. 
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Fig. 6. Convergence Test, 0-10min 
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 Fig. 7. Convergence Test, 10-90min 

 
 Figures 6-7 show that coordination is within ~100 μs after 
roughly two minutes, and it is within 10 μs after roughly ten 
minutes. The response characteristics of the PI controller 

dominate the initial convergence because the one-way delay 
filter has low stiffness values during this period. The servo 
does not fully converge for about an hour. During this fine 
convergence period, the one-way delay filter stiffness is 
increasing and the filtering delay of the one-way delay signal 
dominates the convergence. 
 
D. Precision 
 Figures 8-9 shows two histograms of the time offset 
between master and slave after the clock servo is well 
converged. The histograms contain 1 μs bins with 50,000 
offset samples at 1 Hz (almost fourteen hours). Figure 8 is 
from a test in which the slave was connected to the master 
through an Ethernet hub, and Figure 9 is from a test in which 
the slave was connected to the master through an Ethernet 
switch. 
 

 
 

Fig. 8 (top) and Fig. 9 (bottom). Offset Histograms 
 

The histograms show that the offset distributions for both 
runs are within 10 μs. The offset distribution of the switch run 
is nearly as tight as the hub run. This indicates that jitter due to 
switch queuing is insignificant with respect to the slave’s 
internal jitter. There is a bias in both of the distributions, but 
this is not a concern because the tight distribution indicates 
that the bias is stable; therefore, it can be eliminated with a 
latency correction as described previously. 
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Fig. 10. Allan Variances 
 

Figure 10 shows Allan variance plots of the same 50,000 
sample runs versus the variance of an uncoordinated run. The 
variances for the coordinated hub and switch runs are nearly 
on top of each other in the plot. The uncoordinated variance 
has the V-shape typical of uncoordinated clocks due to 
oscillator jitter on small time scales, a naturally low oscillator 
variance on medium time-scales, and oscillator wander on 
large time scales. 

Figure 10 shows the advantage of using a PI controller. 
The variance of the coordinated clock goes to zero for large 
time scales. This indicates that the clock servo is properly 
correcting the wander between the oscillators, and it is a result 
of stable controller tracking. 
 Figure 10 also shows the troubles with PI controllers. The 
coordinated clock’s variance on medium time scales (1-100 
seconds shown) is larger than the uncoordinated variance. This 
is likely due to jitter in the offset estimate passing through the 
filters, into the PI controller, and in-turn into the clock. The 
jitter disrupts an oscillator that is naturally smooth on these 
time scales. 
 
VI. CONCLUSIONS 
 
A. Performance 
 PTPd coordinated the EX1048 with a hardware-supported 
master clock within 10 μs. This precision comfortably exceeds 
the needs of the application in which sampling rates will not 
surpass 1 kHz. 
 PTPd can fill the needs of applications requiring sub-
millisecond precision. PTPd exhibited coordination within ten 
microseconds on a platform with a slow (66 MHz), fairly busy 
CPU. It is reasonable to conjecture that PTPd could approach 
single-microsecond precision on a modern desktop platform 
with a more powerful (typically multi-gigahertz) CPU running 
under light CPU loads. 
 
B. Future Work 
 PTPd is currently in the early stages of development. The 
clock servo is still quite simple and naive. PTPd’s clock 
coordination precision could be increased with improvements 
to the clock servo design. Most notably, the noisy coordination 
on medium time-scales could be smoother. This could be 
addressed with the addition of a non-linear filtering element 
that could more effectively attenuate impulses in the clock 
servo input. 

 There are other improvements that also may be effective. 
The PI controller could benefit from improved tuning with the 
aid of formal analytical methods. The controller might also 
benefit from the use of gain scheduling. Finally, the one-way 
delay filter could be improved to accommodate unstable 
network topologies. The addition of some form of dynamic 
stiffness adjustment would keep the clock servo responsive to 
changes in the nominal one-way delay. 
 
C. Open Source 

PTPd is open source software. The source code is 
available under same BSD-style license as NTP. The project is 
hosted on SourceForge at ptpd.sourceforge.net. 
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Servo Design for 
Software-Only IEEE 1588

Kendall Correll, VXI Technology, Inc.
Nick Barendt, VXI Technology, Inc.
Michael S. Branicky, EECS, Case Western Reserve Univ.

Overview

• PTPd is our software-only implementation
– Still in early stages

• Topics for this presentation
– Overall Design
– Clock Servo Design
– Tests
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Test and Measurement

• PTPd currently developed on T&M systems

• IEEE 1588 included in recent LXI Standard
– LAN Extensions for Instrumentation

Hardware Constraints

• No hardware time stamping

• Software (or Hardware) Clock

• Minimal CPU (no FPU, <100MHz)

• Legacy Systems
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Software Constraints

• Ported to Linux (non-RTOS)

• Background User-Space Process

• Kernel Interfaces
– ioctl() Rx interrupt time stamp
– Optional custom ioctl() Tx time stamp
– adjtimex() clock adjustment (NTP)

Code Stats

• ~3200 lines of C, ~100 for servo

• Fixed point arithmetic

• ~44KB x86 binary, ~2KB heap

• <1% CPU usage on 66MHz processor

• Runs on vanilla Linux kernels

• Coded by two undergrads in 6 mos.
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Code Organization

Diagram of PTPd’s Major Logical Components

Servo Design

Time Dependent Data Paths
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